A Descriptive Framework and a Physical
Demonstration from Low-Complexity Parts

BY KIJU LEE AND GREGORY S. CHIRIKJIAN

e introduce a descriptive framework for

robotic replicating systems that extends

von Neumann’s classical model of self-

reproducing automata. A new physical

prototype is developed to examine princi-
ples and uncover hardware limitations of kinematic reproduc-
tion at a low-complexity level in man-made physical systems.
The initial functional robot assembles six subsystems located in
a partially structured environment to form an exact functional
replica of itself. Self-replication of the sort demonstrated here
can be achieved by designing a robotic system composed of
multiple simple parts/subsystems rather than a relatively few
complex robotic modules. Therefore, this prototype hints at
the feasibility of the concept of fully autonomous man-made
machines that can construct functional copies of themselves
from many very basic components. As a simple measure of sys-
tem complexity, the number of active elements in each subsys-
tem and interconnections between subsystems are counted. In
addition, we present a measure of the degree of replication that
includes the complexity distribution and the relative complex-
ity of the total system to individual parts.

Background and Inspiration

Reproduction is considered to be one of the distinctive fea-
tures of living organisms. It occurs at various length and time
scales such as cell division, DNA replication with associated
enzymes and proteins, and virus replication within a host cell.
If the replication process is controlled and manipulated solely
by the system to be reproduced, it is called a self-replicating
system (for example, cell division). It is important to note that
self-replication always takes place in a certain environment that
can be filled with resources such as energy and parts and may
also provide passive substrates, catalysts, or tools that the repli-
cating system may use and then return to the environment
when the replication is completed. In contrast, if the replica-
tion process requires external elements that actively control
and manipulate the resources, then it is simply a replicating sys-
tem (for example, a virus requires the transcriptional and
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translational machinery
of a host cell to repro-
duce its genetic material
and proteins). If all
members of a species are

in an
then
cloning and sexual repro-
duction can roughly be

deemed to be
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equivalence class,

Toward Robotic
System Autonomy

viewed as macroscale replica-
tion processes that produce
equivalent replicas as well.

An Overview of Related Works

Designing and building a robotic system (or a

machine) capable of replication or self-replication has been a
dream of many researchers in the robotics field (as well as the
science fiction literature) since the first theoretical work on
machine self-reproduction was introduced by John von Neu-
mann more than 50 years ago. In a lecture in 1948, von Neu-
mann suggested a model of an automaton that is sufficiently
complex to reproduce itself [1], [2]. According to this model, a
self-reproducing automaton consists of four components:

# A, an automatic factory (constructor) that collects raw
materials and processes them into outputs using a
specified written instruction.

o B, a copier that takes an instruction and copies it.

¢ C, a controller that controls A and B, actuating them
alternatively.

¢ D, a list of written instructions.

Therefore, in von Neumann’s model, the automaton (A + B +
C + D) produces another (A 4+ B + C + D), such that

[(A+B+C+D)—[(A+B+C+D),(A+B+C+D)].
(1)

Exactly what is meant by raw materials and written instruc-
tions is not quantified in that theory, nor is the role of passive

elements in the environment that may be used and returned to
the environment after each cycle of the process. In fact, a
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variety of issues related to physical self-replication are not
addressed, including the role of energy and the production of
waste. According to [3], the von Neumann’s model can be
applied to cell reproduction, with A represented by ribosomes,
B represented by the enzymes RNA and DNA polymerase, C
represented by repressor and derepressor molecules and associ-
ated expression-control machinery in the cell, and D repre-
sented by DNA.

The concept of kinematic self-reproduction has been
applied in many research areas such as cellular automata, nano-
technology, macromolecular chemistry, and computer simula-
tions [4]. In the 1950s and 1960s, Penrose presented the first
implementation of a passive self-replicating machine [5], [6].
He showed that simple units or bricks having certain proper-
ties could build a self-reproducing machine under external agi-
tation. This work opened the possibility of physical application
of von Neumann’s ideas on machine self-reproduction even
though it could not take the further step toward more compli-
cated machines such as robotic systems that actively and auton-
omously reproduce.

In the 1980s, NASA became interested in self-replicating
robots as a potential means for space development and explora-
tion [7]. This has been revived recently with the long-term
goal of self-replicating factories on the moon [8], [9]. More
recent research includes self-assembly and self-reconfiguration
of modular robots and self-repairable robots. Algorithms for
self~assembly using modular robots [10] and self-reconfigura-
ble modular robots [11]—[13] are some of the works represent-
ing this area. Self-replicating modular cubes capable of self-
assembly and reconfiguration with human intervention during
the process are presented in [14]. In [15]-[17], algorithms and
locomotion for self-reconfigurable modules were described
and demonstrated in simulations.

Recently, our lab has designed several prototypes to
develop and demonstrate the concept of robotic self-
replication. The first generations, including [18]-[21], pro-
gressed from prefabricated subsystems remotely controlled by
a human to more advanced demonstrations of semiautono-
mous self-replication. The second-generation robots are fully
autonomous and microprocessor-based self-replicating robots
[22], [23]. These robots were able to replicate automatically
without human intervention during the process. In every sys-
tem, a properly designed environment holds important infor-
mation about subsystem locations and catalyzes the self-
replication process. In addition, a self-replicating, electrome-
chanical circuit was presented in [24]. The system presented in
this article is one of our third-generation models that are fully
autonomous without computer control. The role of the
microprocessor in previous prototypes is now replaced by a
number of simple circuits that are distributed into subsystems
keeping the same level of robot function, but with much lower
component complexity.

Principles of Robotic Replication

In general, no system can self-replicate without certain environ-
mental conditions and resources. Therefore, von Neumann’s
model in (1) may be incomplete when applied to physical self-
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replicating systems. Therefore, we start by revising von Neu-
mann’s model by adding external resources (o) and leftover (or
waste) materials after self-replication (f}), such that

[A+B+C+D),d]—[A+B+C+D),
(A+B+C+D),f. 2

Note that this modification still says nothing about the role of
the environment, and the descriptions of o and f are very
coarse relative to the descriptions of A—D.

We introduce a new descriptive framework for reproducing
systems that applies to both the self-replicating and replicating
cases. Recall that self-replicating systems are a subset of repli-
cating systems and satisfy certain properties associated with the
word self.

On the basis of (2) and broadening von Neumann’s early
concept on self-replicating automata, we introduce a general
model of physical replication. A simple architecture would
contain three sets of components:

¢ M, a multiset of available parts to be used for building
replicas by an initial system (In mathematics, a multiset
differs from a set in that each element can have multi-
plicity. For example, {1, 1, 1, 2, 2, 3} is a multiset).
¢ R, a multiset of an initial functional system to be
reproduced. R # (} to be a replicating system.
¢ E, a multiset of environmental structures and/or ele-
ments involved in the replication process (but not
replicated).
On the basis of the listed components, a replication process can
be written as

(R, M, E)— @R/, M/, E"), (3)

where |R|<|R’| and |R| indicates the number of initial systems.
Replication processes are highly organized and timed events. If
the replication process of the initial system is denoted by a time-
dependent function @, then robotic replication can be written
as (R/,M/, E') = ®(R, M, E, £), where  is the time required for
replication. Note that here M takes the place of o in (2), and the
environment is explicitly included. If there are waste products
(B), they are viewed as a part of the modified environment, E’.

In (1), (A+ B+ C+ D) can be seen as R in our model,
and the environment in which the system functions (including
catalysts and passive tools used by R) can be viewed as E, even
though this part is ignored in von Neumann’s model. If R itself
requires an external constructor, i.e., all or part of the assembly
machinery is external to R, then R is only a replicating system.
Depending on whether R actively controls the replication (or
self-replication) process or not, it is categorized as either an
active or a passive system. In our view, replicating or self-repli-
cating robotic systems must be active. Table 1 shows some
examples for each category. Some of those examples are
explained in detail in the following section.

To be a replicating system, R should not be the empty set. If
R = and R’ # (J, then @ here represents a self-assembly (or
assembly) function rather than a replication process. Self-assembly
is an interesting topic on its own, but is not addressed here.
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Passive Replication

We define a passive replication process as one in which an
object or system is reproduced by an external constructor
while the object/system itself does not have active functional-
ity during the replication process. As extreme examples, a
document being replicated by a photocopier, or a three-
dimensional (3-D) part being reproduced using a combination
of laser scanner with a rapid prototyping machine, can be
viewed as passive replication processes. We can also find such
systems in nature. For example, DNA replication is performed
by the action of DNA polymerase enzymes and associated pro-
teins adding a deoxyribonucleotide triphosphate to the
3/_hydroxyl group of a growing complementary DNA strand
[25]. During this process, DNA plays the role of written
instructions, D, but not as the constructor, A.

Active Replication

We call an actuated system able to replicate itself with the aid
of an external constructor an active replicating system (ARS).
For example, in a science-fiction-like scenario in which a team
of robots hijacks a car factory and reprograms the manufactur-
ing lines to produce copies of the robots rather than cars, in
our view, these robots would constitute an ARS. In this case,
the robots have enough functionality to control and manipu-
late the factory to produce what they need, but it is the factory
that performs part of the constructor role. Viruses are another
good example of ARSs [26]. A single virus can induce the rep-
lication of hundreds of copies by injecting its genetic material
into a host cell. Within our framework, one can define
R={virus}, M={nutrients available in a host cell}, and
E = {a host cell including all transcriptional and translational
machinery}. The whole machinery required for virus replica-
tion is provided by a host cell following the instructions of viral
generic material, which is injected into the cell by the action
of the virus.

Among existing robotic systems, the modular cubes (Lip-
son’s group [14]) demonstrate a robotic replication process
with some external machinery. The initial functional system
composed of four identical modules is represented by
(N+ N+ N+N). We define R={(N+N+ N+ N)},
M = {N,N, N, N}, and E = {feeding locations with human
intervention}. The replication for this system is given by

Active

Virus + host cell [26];
molecubes [14];
RCX robot [21];
robot hijacking a
car factory

Passive

DNA + associated
proteins [25];
photo + photo-
copier; 3-D object
+ rapid prototyp-
ing machine

Self-replication Penrose block repli-

cators in [5], [6];

RNA world [25]

Replication

Cell division [25]; fully
autonomous RCX
robots [22], [23]
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OR,M,E,#) = (R,M',E), where R’={(N+ N+ N+
N), N+ N+N+N)},M =0, E =E, and t ~ 5 min. We
view this system as a replicating system, not self-replicating,
because the resources (single modules) are fed by human inter-
vention during the process, which uses an active external agent
(i-e., the human).

Passive Self-Replication

If a system itself does not have active functionality, but there
exists a replication process associated with that system without
any external constructor, we consider such a process as a pas-
sive self-replicating process. Random sources that may exist in
nature, such as random noise and Brownian motion are not
considered as an external constructor. RINA is “uniquely able
to both serve as a template for and to catalyze its own replica-
tion” [25]. Although RNA holds genetic information, it is not
an active system, i.e., it can be seen as written instructions con-
taining a copier.

Penrose block replicators can be viewed as passive self-
replicating systems (PSRS). The first example of the Penrose
system consists of two simple blocks, By and B,, with certain
When a system (B; 4+ B,) [or
(B, + By)] is provided in a box containing unassembled parts of

mechanical properties [5].

B1 and By, (By + B») reproduce more copies of itself from indi-
vidual parts with nothing but random agitation to the container
box. This system can be simply represented by the replicating
system model, with R = {(B; +By)}, M = {By,B,By,
B>, B,, B, By}, and E = {a container box with random agita-
tion}. By a self-replication function, ®, R’ = {(B; + By),
(Bi + B,), B; + By)}, M’ = {B,B,,B,} and E' = E. In [6],
Penrose presented a simple mechanical system consisting of two
blocks with more complicated structure than By or By, but the
self-replication process is similarly driven with external agitation.

Active Self-Replication

An active self replicating system (ASRS) has sufficient func-
tionality to replicate itself, possibly with the aid of some passive
environmental structures. For these systems, some written
instructions can be considered to be a part of the environment
for reuse by both the original and replica robots, and so strictly
speaking, von Neumann’s architecture need not be followed.
Cell division is an example of active self-replication in which
the environment does not include instructions. Here @ repre-
sents the self-replication function, with R = {cell}, M=
{nutrients provided into a cell}, and E = {environmental
structures around a cell}. After self-replication, R’ = {cell,
cell}, M’ =M — {nutrients used for cell division}, and ' = E +
{some waste materials produced during the process}.

Prototypes presented in [22] and [23] can be considered as
ASRSs. Both prototypes work in a highly structured environ-
ment, i.e., the robots follow instructions embedded in properly
structured environments. Although those structures hold
important information about parts (elements of M) locations
and robot trajectory, they do not actively control or manipulate
parts during the process. All necessary machinery is made solely
by an initial robotic system itself. A new prototype to be
presented in the next section is also viewed as an ASRS.
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Self-Replicating Robotic System

In our prototype, the initial functional robot consists of six
man-made subsystems that are relatively simple electrome-
chanical parts. Another set of subsystems are provided and
placed in a structured environment to be used to build a replica
(Figure 1). Following our definitions, the system can be repre-
sented by R = {(Mj + -+ Mg)}, M = {M;, ..., M}, and
E = {tracks, bar codes, contact codes, wall, metal line}. By
self-replication function, ®(R, M, E, t >~ 13 min), the system
becomes R’ = {(M; + -+ + Mg), (M + -+ + M)}, M’ = 0),
and E' = E. There is no external machinery other than R itself
in this procedure.

Experimental Overview
The robot has six states (Figure 2) and three distinctive behaviors
for each state: forward line-tracking (line-tracking mode),
reversing (reversing mode), and turning left while the timer is on
(left-turning mode). The behavior is decided by outputs from
four different kinds of sensors: bar code readers reading bar
codes; contact sensors detecting contact codes; a metal detector
detecting the metal line at the station (where the replica is made);
and a touch sensor detecting the wall. If the robot initially set to
State 1, it starts moving along the outer track in line-tracking
mode until it detects Bar code 1. When the robot finds Bar code
1, the system triggers the timer ON and the robot turns left for
five seconds before going back to line-tracking mode. Left turn-
ing results the robot to find a cross way leading to the inner track.
Each subsystem is placed on one of the cross ways (connecting
the outer track and the inner track, Figure 1) so that the robot
can drag it to the inner track. A contact code is attached on each
cross way, and it triggers the state machine to the next state.
When the robot brings a collected

working immediately. This prevents any unexpected malfunction
of the incomplete replica during the assembly process.

The robot has a passive end-effector consisting of two
50-mm rods. Once the robot finds a subsystem by reading a
bar code, the subsystem is captured by this end-effector as it
moves along the track. We note that each subsystem is placed
in a location with some tolerance in its position and orienta-
tion. On the basis of experimental observations, the tolerances
of the subsystems for which the robot will still function,
0g = (0x[mm], dy[mm], d0[radian]), are given by

dgs = (40,13, 0.20);
8¢5 = Ogs = (45, 13,0.20),

dg1 = dg» = (55,13,0.30);
g = (10,13,0.10);

Figure 1. Initial set-up of the robot and six subsystems of the
replica in a partially structured environment.

subsystem to the station, the metal

foil line on the surface triggers the

robot from the line-tracking mode State 1

Bar Code 17
YES

to the reversing mode. The robot

reverses until the touch sensor hits
the backside wall and it returns to
the outer track in line-tracking
mode. Since the robot now sets in
State 2, it turns left to enter the cross
way when it finds Bar code 2. The
robot repeats this process until the
replica is fully assembled. A time lapse

sequence of the whole self-replication

process is shown in Figure 3.
State 2

Bar Code 2?
YES

The Robot

The robot (Figure 4) consists of six
, M. Electrical
and mechanical connections between

subsystems: Mj, . ..

subsystems are made through spring/

State 6

YES
Bar Code 5?
(0]

State 5

YES
Bar Code 47?
(0]

NO

metal contacts and rare-earth perma-

nent magnets. Once all the subsys-

tems are assembled correctly, the

State 3

YES

Bar Code 3? Contact 4 State 4

electrical circuit of the total system is

completed and the robot starts
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Figure 2. State transitions of the robot according to the sensor inputs.
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where dg; is the tolerance of M;. We can observe that the sub-
systems with the same size and shape share the same tolerance
value in their positions and orientations. To reduce friction
while dragging a subsystem to the station, three ball casters are
attached at the bottom of each subsystem.
& Module 1: M; (Figure 5) includes a relay circuit that
receives inputs from the line tracker sensor in M, and
gives output commands to the motor driving circuit in

Figure 3. The self-replication process at various times. The video
clip is available at http://custer.me.jhu.edu/~kiju/srr1-lee.wmv.

Mj resulting in the line-tracking movements of the
robot. The circuit consists of two relays and two tran-
sistors. The bases of the transistors connected to the
line tracker sensor outputs through the interconnec-
tions between M; and M,. This module also has a part
of a passive end-effector and a metal detector (two
metal nails facing down for detecting a metal line on
the surface) to trigger the motor driving circuit to
reverse directions of two motors.
Module 2: M, contains a line-tracker sensor as shown in
Figure 6. The photo transistors in the line-tracker sen-
sor detect reflected light from the surface and transfer
the outputs to the relay circuit in M. We use a tracker
sensor manufactured from Lynxmotion that has three
pairs of infrared (IR) light emitting diode (LED) and
photo diode. We only use two of three sensors (which
are enough for stable line-tracking) among three pairs
of LEDs and photo transistors in the line tracker sensor.
The module has a rod in front that forms a passive end-
effector with M; when they are assembled.
Module 3: This module (Figure 7) is composed of the
left motor and wheel with gears and a motor driving
circuit that controls the left and right motors. The cir-
cuit is built with two latches, three transistors, and three
relays. The circuit receives inputs from the relay circuit
resulting line-tracking mode of the robot. When the
metal detector in M; detects metal, the circuit triggers
two motors to reverse directions, so that the robot
moves backward blindly (without line-tracking).
Module 4: My has a bar code reader, the right motor,
and wheel with gears (Figure 8). The bar code reader
is mounted on the left side of My so that the robot can
read the bar codes placed along the outer track by
moving in the counter-clockwise direction. The bar
code reader is composed of six

Module 3 it
E:!’E e

,
/'_

BT 3

Module 5

QRD1114 reflective object sensors that
are IR LED and photo diode pairs. The
bar code reader is able to read the bar
code correctly within about 10 mm.
The state machine in M is triggered by
the outputs from the bar code reader.
The right motor in this module is con-
trolled by the motor driving circuit in
Mj through the electrical connections.
* Module 5: Four 1.5-V AA batteries are
used to power the system. The battery
unit is built in M5 (Figure 9), and all
subsystems share the same power source
through the electrical connections
between subsystems. The circuit is de-
signed to be closed only when all sub-
systems are assembled correctly to
prevent any unexpected behavior of the
incomplete replica during the self-repli-

cation process. After four to five experi-

Figure 4. The prototype consisting of six subsystems. (a) Before assembly. ments (each experiment takes about

(b) After assembly.
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780s), the voltage dropped down to
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approximately 3.7 V. This results in a reduction in the
speed of the robot and an increase in sensor errors. As a
solution for such problems, we can add a voltage regulator
to provide a steady voltage input to the system. At the bot-
tom of Ms, there are three contact sensors that can detect
three contact codes attached at the surface.

& Module 6: Mg in Figure 10 has the most complex circuitry
among the six subsystems. It is a state machine consisting
of six latches, 18 capacitors with different capacities, several
resistors and transistors, and AND gates. The state
machine has six states according to the robots mission,
such as in State 1 the robot is supposed to find M. The
state machine receives outputs from bar code reader in
M, and triggers the timer for five seconds. Once the
robot enters to the cross way to collect a subsystem, the
contact sensors in M5 and Mg recognize a contact code
triggering the state machine to the next state.

The Partially Structured Environment
Structured environments can be divided into three categories:
a completely structured environment, a partially structured
environment, and an unstructured environment. We define a
completely structured environment to be one in which every
environmental structure is fixed at a precise location and no
change or permutation is allowed in these locations. A partially
structured environment is like a structured environment, but
with structures whose locations can be permuted and per-
turbed by a small random error in pose. Thus, in a partially
structured environment, the robot can still perform self-
replication when the location of one or more environmental
structure is switched with that of another structure. An
unstructured environment is an environment without any
structure resulting from initial human intervention.

Our prototype works in a partially structured environ-
ment. The environmental structures include outer track,
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Figure 5. Module 1 with the circuit diagram of the relay
circuit and a metal detector, and a part of a passive end-
effector (a bar). Blue dots indicate the input terminals and red
dots denote the output terminals.

Figure 7. Module 3 with the motor driving circuit diagram.
ML is the left motor inside M3 and TS is a touch sensor
installed in Ms. Output ports described as Right motor are
connected to motors in Mj.
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Figure 6. Module 2 with the circuit diagram of the line
tracker sensors. Two pairs of IR LED and photo diodes are
used for line-tracking mechanism and a part of passive end-
effector is installed in M,.
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Figure 8. Module 4 includes a right wheel, a motor, and a
bar code reader. The circuit diagram of the bar code reader
is shown. Every module shares the same power source
from Ms.
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inner track, cross ways, six bar codes, six contact codes, back-
side wall, and metal line at the station (Figure 1). As shown in
Figure 4, the robot composed of three layers of subsystems,
and the replication process is made by stacking them in a cer-
tain order. The priority of assembly among the six subsystem
is given by

(My, Mp) = (M3, My) = (Ms, M),

where > is defined as “assembled prior to” We note that there is
no priority between two subsystems inside the parenthesis and
the actual order is determined by the arrangement of environ-
mental structures. There are six locations to place the subsystems
along the outer track, and therefore there are 6! ways to arrange
six bar codes around the outer track, each of them indicating a
subsystem’s ID. A contact code tells the robot which subsystem
to collect next. For each arrangement of six bar codes, there are
2 X2 X2 =28 ways to arrange six contact codes to build the

+5V

Power i
Outputs @\D

| INdINQ Josuss yono | | |1nd1no 10SUSS 1oe1uoo|

Figure 9. Module 5 with the circuit diagram of 5-V power
source and a LEGO touch sensor. Ms contains four AA size
batteries and three contact sensors installed at the bottom. TS
is the touch sensor attached on the frame.

Bar Code
Reader
Output |

+8V 12345

DS2E-ML2-DC5V

Contact
Code N R

Figure 10. Module 6 with the circuit diagram of the state
machine. Three contact sensors (same as in Ms) are installed
at the bottom, but omitted in the figure.

i) IEEE Robotics & Automation Magazine

same replica. Therefore, we have in total of 6! X 8 = 5760 pos-
sible permutations among the six bar codes and six contact
codes. Since some of the environmental structures can be per-
muted and the system will still replicate successfully, this system
can be seen as a simple, self-replicating robotic system in a
partially structured environment.

The information about subsystem locations is embedded with
bar codes and contact codes, and we call them landmarks of the
system. The bar codes are located outside the tracks so that the
robot can detect the bar code on the right side when it moves
along the outer track. The bar code triggers the timer of the
robot resulting in a left turn for five seconds. Bar codes are placed
according to subsystem locations, i.e., if each subsystem’s loca-
tion is considered as a room, a bar code is a name card at the door.
After entering to the cross way, the robot passes on a contact code
attached on the surface while collecting a subsystem, resulting in
a state transition of the robot. Those landmarks can be viewed as
a list of written instructions. Thus the system follows instructions
embedded in a properly designed environment.

Figure 11 shows a bar code made of LEGO blocks and a
square piece of reflective paper. We first used a piece of white
paper, but the reflective paper showed better results in sensing.
A piece of reflective paper is located on one of six different
heights indicating each location of six subsystems. The bar
code is designed not to interfere with the robot trajectory but
to be close enough to the bar code reader when the robot
passes by. Six bar codes are located along the outer track.

A contact code is made of metal foil and transparency film
with two holes as shown in Figure 12. Each contact code has

Reflective Paper

117 mm

60 mm

Figure 11. Each bar code has a reflective metal piece at a
different height indicating from Bar code 1 to Bar code 6.
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two holes in different locations, so that the contact sensor of
the robot can read a different code. Contact codes are attached
around six cross ways where subsystems are located. Therefore,
the robot finds a subsystem and is triggered to the next state at
the same time.

Degree of Replication

Although replicating/self-replicating and self-reconfigurable
robotic systems have been developed by several researchers,
there is currently no proper measure to evaluate the degree to
which they replicate, i.e., a measure of how much order is cre-
ated by the assembly process relative to the existing order in
the unassembled parts. In this section, we first define a com-
bined measure of system complexity distribution and relative
complexity for ARS. The defined measure is applied to our
prototype and some other replicating robotic systems.

Definitions
We define an active element to be a moving mechanical part or a
fundamental electronic component. As a simple measure of sub-
system complexity, we count the number of active elements in
each subsystem. Some special parts, such as a chassis and fixed
mechanical parts with special purpose (e.g., a passive end-
effector in My and M), are also viewed as active elements even if
they are not moving mechanical parts. This measure can provide
a reasonable estimate of the complexity of a part as long as the
same criteria are applied through all systems being compared.

Each of the following are counted as a single active ele-
ment: chassis, gear, wheel, shaft, switch, transistor, coil, ca-
pacitor, battery, etc. We did not count resistors as active
elements, but a potentiometer is viewed as an active element.
For example, the complexity of a relay consisting of a switch,
a coil and an electromagnet is 1 (switch) + 1 (coil) + 1
(magnet) = 3, and the complexity of a brush motor is quanti-
fied as 1 (brush) 4+ 1 (coil) + 1 (magnet) + 1 (shaft) =4.Ina
decomposed robot, new mechanical and electrical connections
between parts/subsystems are made when they are assembled. We
call them interconnections, and each of them is counted as one
active element since they represent the completion of otherwise
passive components.

For a robotic system (recall that all robotic systems are active
by our definition) consisting of n subsystems, we define the
degree of replication for the system, Dy, as

Dg _ Cmin . Ctotal . 1 , ( 4)
Crax  Cave  Cive
where
1!
Cave =— § Ci;
n=<
i=1
Cmax = max{C1, e Cu};
Chin = min{C1, R C,l}; and
n n—1 n
Cronl = E G+ § § C{/-
i=1 i=1 j=i+1
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We note that C; is the number of active elements in M; and Cj;
is the number of interconnections between the ith and jth sub-
systems when they are assembled. Cj; = 0 if the ith and jth sub-
systems are not directly connected by the assembly process. In
(4), the first term measures the complexity distribution
throughout the subsystems, the second term measures the rela-
tive complexity of the total system to the individual subsys-
tems, and the last term penalizes for complex subsystems. Dj is
related to the system complexity measures defined in our con-
ference papers [27], [28].

To design a robotic system capable of replication from low-level
parts, the subsystem complexity should remain low relative to the
total system complexity (i.e., high relative complexity). In addition,
we view a system consisting of a few complex parts as more trivial
than one composed of many low-complexity parts. A higher value
of Dy indicates a more truly replicating system in terms of its com-
plexity distribution and relative complexity. Although the concept
of D; may not generalize to all robotic systems, it is useful as a
measure to evaluate robotic replicating systems.

Degree of Replication of Existing Prototypes

We first compute the degree of replication for our prototype. The
number of active elements in each subsystem and the number of
interconnections between adjacent subsystems are counted. As
shown in Table 2, the subsystem complexities are given by

(C1,...,Ce) = (11,16, 30,24,12,91),

where C; is the system complexity of M;. Also the number of
interconnections between modules counted is 49 as shown in
Table 3. Therefore, the total and average system complexity is
given by

184

Cuont = 184 +49 = 233 Cpve =~ = 30.67.

The degree of replication, D, is computed as

11 233

= ~299x10%
91 (30.67)
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Figure 12. A contact code is made by a thin metal foil
covered by transparency film with two holes. Each contact
code has holes in different locations in the transparency film.
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We calculate Dy for one of our previous prototypes [23]
with a LEGO RCX controller in M5. The RCX controller
contains a microprocessor and 512 B of RAM. We do not
know the exact number of transistors in the RCX, so we esti-
mate a lower bound on the complexity based on the size of the
RAM as 512 X8 = 4096 active elements. The subsystem
complexity is given by

(Ci,...,Cs) = (12,9,12,1,0),
where ¢ > 4000, and the number of interconnections is 18.
The system complexity ratio is computed as

b < 1 4052
* 774000 8072

~ 1.56X107°.

The value of D for this system is much smaller than that of the
new prototype presented in this article. A higher value of D
indicates that a higher-order system is created by the assembly
process relative to the initially provided subsystems.
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For a system composed of n identical modules, we have

p ="0%D, ®)

P

where p is the module complexity (the number of active ele-
ments in one module) and g is the normalized number of inter-
connections, such that ¢ = Q/n, where Q is the total number
of interconnections. In most existing systems with identical
modules, each module contains a microprocessor, an actuator,
etc., 1.e., p is at least 10°. The system described in [14] consists
of four modules, such that n = 4 and ¢ = (19 X 3)/n = 14.25,
has the degree of replication, D, < 4 X 107°.

As another example, if a system consisting of n subsystems
with most of the system complexity concentrated in one of the
subsystems, such that C;=Cy=:--=C,_y=p
C, = Pwith P > p, then Dy is computed as

and

b 7ﬁ.P+n(p+q)—p
P [Ptp— D]

which is always smaller than the value of D; in (5).

Conclusion and Future Work

Revising and extending von Neumann’s early model of self-repli-
cating automata, we presented a simple framework for robotic
replication consisting of three sets of components. In addition, we
characterized a system as being in one of four categories: a PSR,
an ARS, a passive self-replicating system, or an ASRS. The proto-
type presented in this article was viewed as an active self-replicat-
ing system in that there is no external control or machinery other
than that by the initial functional robot. The replication process is
composed of assembling six subsystems in a partially structured
environment, which holds important information about the sub-
systems. A measure of the degree of replication, Dy, as defined and
applied to the prototype and other robotic replicating systems.
Although the prototype presented in this article showed the high-
est value of D among the systems being considered, it 1s still possi-
ble to have a higher Dy by reducing the subsystem complexity and
increasing the number of parts, or having a uniform complexity
distribution throughout subsystems.

Biological replication is a tremendously complicated process
that we are attempting to mimic in engineering systems. The cur-
rent trend in robotic self-replication is based on modular systems.
To achieve sufficient functionality of the robot and for a replication
process to be meaningful, the number of modules should be large
and the module complexity should remain as low as possible. The
same degree of replication achieved in biological systems may not
be achievable by robotic systems. The main difference between
robotic systems and living organisms is that robots are invented
and used to satisfy human needs by performing specific tasks. In
contrast, biological organisms have no innate purpose other than
survival and reproduction, and the machinery to achieve these
goals has been perfected over billions of years. One of the goals we
want to achieve in robotic replication is minimizing human inter-
vention and maximizing the functionality of the robot itself to per-
form given tasks while also being able to reproduce.
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