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Abstract

In this paper we define a complexity ratio that measures the degree to
which a robot is self-replicating based on the number and complex-
ity of subsystems that it can assemble to form a functional replica.
We also quantify how structured the environment must be in order
for a robot to function. This calculation uses Sanderson’s concept of
parts entropy. Together, the complexity measure of the robot and en-
vironmental entropy provide quantitative benchmarks to assess the
state of the art in the subfield of self-replicating robotic systems, and
provide goals for the design of future systems. We demonstrate these
principles with three prototype systems that show different degrees of
robotic self-replication. The first robot is controlled by a microproces-
sor and consists of five subsystems. The second has no microproces-
sor and is implemented as a finite-state machine consisting of discrete
logic chips that are distributed over five subsystems. The third design
consists of six subsystems and is able to handle greater environmental
entropy. These systems demonstrate the desired progression towards
self-replicating robots consisting of greater numbers of subsystems,
each of lower complexity, and which are able to function in environ-
ments with increasing levels of disorder.

KEY WORDS—robotic self-replication, self-assembly, mod-
ular robots, distributed robotic systems

1. Introduction

Robotics research is often influenced by observing and mim-
icking the attributes of biological systems. Self-replication at
the cellular level is one of the most fundamental features of

The International Journal of Robotics Research
Vol. 27, No. 3–4, March/April 2008, pp. 387–401
DOI: 10.1177/0278364907084982
c�SAGE Publications 2008 Los Angeles, London, New Delhi and Singapore
Figures 1–6, 8–14, 16 appear in color online: http://ijr.sagepub.com

all living creatures. A long-term goal of our research group is
to develop robots that self-replicate in unstructured environ-
ments from the most basic building blocks. Progression to-
wards the realization of this goal can be measured by assessing
the complexity of the input parts (relative to the complexity of
the whole robot) and quantifying the amount of structure in
the environment required for the robot to function. For exam-
ple, a trivial self-replication process might consist of a robot
that nudges two complex prefabricated halves of the replica
to move towards each other. If the halves of the replica are
constrained to move on a physical track, the process is even
more trivial. In contrast, a less-trivial (more desirable) process
would involve assembling many simple components randomly
situated in an open space.

This paper describes three self-replicating robots (SRRs)
developed in our lab. These systems demonstrate a progres-
sion from “more trivial” to “less trivial” in that the newer sys-
tems perform the same (or more complex) tasks as the older
ones, but do so with much simpler components. Later in the
paper we develop quantitative measures to assess “how self-
replicating” a robot is based on the ratio of complexity of
the input parts to the complexity of the robot, and based on
the amount of configurational entropy the robot reduces when
making a replica. However, first we review the relevant litera-
ture.

1.1. Related Work

The first theoretical work on self-reproducing machines was
done by John von Neumann in the 1950s, and this work is
summarized in von Neumann and Burks (1962). His concepts
on self-replicating systems have been applied in many research
areas such as cellular automata, nanotechnology, macromolec-
ular chemistry and computer simulations (Sipper 1998� Freitas
and Merkle 2004). The earliest physical replicating machines
were presented by Jacobson (1958) and Penrose (1959). In
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the work of Penrose (1959), simple units self-reproduced via
the assembly of passive mechanical elements under external
vibration. The system of Jacobson (1958) used electric carts
operating on an oval track instead of mechanical components
confined in a box. In the 1980s, NASA performed a feasibil-
ity study on SRRs as a potential means for space development
and exploration (Freitas and Gilbereath 1982). Other studies
have been performed more recently with the long-term goal of
self-replicating factories on the Moon (Chirikjian et al. 2002)
and large-scale industrial installations on Earth (Lackner and
Wendt 1995� Chadeev 2000� Friedman 2002).

Recent experimental work related to robotic replication
falls loosely into four categories: directed replication via mod-
ule assembly (Suthakorn et al. 2003a,b� Hastings et al. 2004�
Park et al. 2004� Zykov et al. 2005), directed replication via
fabrication (Lipson 2005� Bowyer 2006), self-reconfigurable
modular robots (Murata et al. 1994� Yim et al. 2001� Shen et
al. 2003� Yoshida et al. 2003) and self-assembly of randomly
agitated modules (White et al. 2004� Griffith et al. 2005� Napp
et al. 2006� Zykov and Lipson 2006). In directed replication
via module assembly, an initial robot composed of modules
assembles a duplicate from unconnected modules by execut-
ing some directed sequence of movements. Modules can be
homogeneous or heterogeneous, but they need to be presented
to the initial robot in some specific, fixed configuration. The
robot can be a specialized mechanism (Hastings et al. 2004), a
manipulator arm (Zykov and Lipson 2006) or, like the robots
presented in this paper, a mobile manipulator (Suthakorn et al.
2003a,b� Park et al. 2004).

Investigations on directed replication via fabrication focus
on how to produce components from raw materials (Bowyer
2006� Lipson 2005). At this stage of development these sys-
tems resemble low-cost rapid-prototyping tools. We envision
that at some point these fabrication systems may be combined
with modular-robotic assembly systems into “complete” ma-
chine self-replicators that can produce modules from raw ma-
terials and assemble them into complex devices.

The modules used in current SRRs play the same role as
those used in modular reconfigurable robotics (Murata et al.
1994� Yoshida et al. 2003� Shen et al. 2003). Robots labeled
as “self-replicating” do many of the same things as robots la-
beled “self-reconfigurable” and vice versa. For purposes of
classification, we use the term “replicating” if a system is de-
signed specifically for replication and “reconfigurable” if it is
designed primarily for reconfiguration.

In self-assembly from random agitation, the systems typ-
ically use homogeneous electromechanical modules in a
low-friction environment (either on an air-table for two-
dimensional systems or suspended in a liquid medium for
three-dimensional systems). Modules are not self-mobile, but
instead are kept in constant motion by an external work source,
such as oscillating fans. The formation of assemblies is in-
duced by controlling the affinity each module has for mak-
ing and breaking connections on each of its faces, through the

use of mechanical latches (Friedman 2002), actuated perma-
nent magnets (Napp et al. 2006), electromagnets (White et al.
2004) or fluidic valves (Zykov and Lipson 2006).

Depending on the task at hand, each approach listed has
certain advantages. Self-assembly from random agitation is
inconvenient for macro-scale modules because of the need
to reduce friction and provide an agitating force, however
this method would work well for systems composed of small
(micrometer to millimeter) sized modules. Self-reconfigurable
modular robots are suited to tasks requiring versatility and
fault tolerance, but require a source of modules. Directed self-
replication provides an efficient way to create modules and as-
semblies, and in our view replication via module assembly and
via fabrication are really two sides of the same problem.

Our lab has built several prototypes in order to develop and
demonstrate the concept of robotic replication. Some of these
were self-replicating while others required actions from ex-
ternal agents. As the first step, remote-controlled and semi-
autonomous replicating robots were presented by Chirikjian
and Suthakorn (2002) and Suthakorn et al. (2003b). These
systems require external control (by human) for replication.
As the second step, autonomous self-replicating systems were
developed (Suthakorn et al. 2003a� Park et al. 2004). The
system described by Suthakorn et al. (2003a) is able to re-
trieve subsystems and assemble them in a structured environ-
ment. The structured environment includes tracks on a flat
surface and metal foil to trigger a gripper on the robot. The
robot trajectory is determined by line tracking. Park et al.
(2004) added bar code labels to the track design, which en-
ables the robot to distinguish between subsystems by read-
ing bar codes on each location where a subsystem is placed.
The robots in these projects were microprocessor-based sys-
tems consisting of several prefabricated subsystems. A self-
replicating, electromechanical circuit was presented by Hast-
ings et al. (2004). The circuit uses an electromechanical device
as a substrate in order to construct functional copies of itself.

In this paper we present three SRRs. These systems repre-
sent improvements over our older work because they function
in less structured environments and use simpler components.
In Section 2, we discuss quantitative measures of complexity
and configuration entropy that are of use in analyzing the self-
replication process. In Section 3, we apply these measures to
a microprocessor-based robot, SRR I (Park et al. 2004), a self-
replicating robotic system with distributed electronics, SRR II
(Eno et al. 2007), and SRR III (Lee and Chirikjian 2007), an
advanced self-replicating system with distributed electronics.

2. Complexity Measures for Self-replicating
Systems

We all have intuitive notions about “how self-replicating” a
proposed SRR is. A robot that builds a duplicate from many
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simple parts seems “more self-replicating” (or “more power-
ful”) than one that builds a duplicate from a few complex mod-
ules. Similarly, a robot requiring simple landmarks or none
at all is better than a robot that requires complex landmarks
or tracks to constrain its motion� and a robot that can assem-
ble modules with random initial configurations is better than
a robot that requires modules in a carefully arranged initial
configuration. We introduce a simple measure of complexity
that can be applied to a modular SRR to describe the intuitive
notion of “many simple parts” versus “few complex parts”. We
also discuss the use of information entropy for quantifying the
tolerable “randomness” in the initial configuration of modules.
Whereas our focus in this paper is on self-replicating systems,
the complexity measures introduced here can also be applied
to self-assembling and other systems.

2.1. Descriptive Framework

A descriptive framework for physical replicating systems was
presented by Lee and Chirikjian (2007). In this framework,
a robotic replicating system consists of three sets of compo-
nents, M (a multiset of available parts for building replicas),
R (a multiset describing the initial functional system to be re-
produced by the replication process) and E (a multiset of en-
vironmental structures involved in the replication process as
catalytic elements, but not replicated). The replication process
can be represented by

�R�M�E� �� �R��M��E��

such that obviously �R� � �R�� where � � � denotes the num-
ber of elements. In order to be a self-replicating system, R
should not be the empty set and all necessary machinery or
manipulation related to the replicating process must be done
by R. If E contains an agent that actively controls the repli-
cation process, then we say R replicates, but R does not self -
replicate. According to the order of subsystem assembly, M
can be either a strictly ordered, partially ordered or unordered
set. For instance, if M is a set of identical modules, then it is
an unordered set. An environment can be categorized into one
of three classes: a completely structured environment, a par-
tially structured environment or an unstructured environment.
If E is a completely structured environment, then no change or
modification is allowed in the structures. If some or all envi-
ronmental structures can be moved or permuted without affect-
ing the replication process (i.e. the robot can still successfully
replicate when the structures are relocated), then E is called a
partially structured environment. When E � �, the empty set,
then it is called an unstructured environment. As our proto-
types are mobile robots moving in two-dimensional space, an
unstructured environment is defined as a two-dimensional flat,
bounded surface without any obstacles or landmarks in the en-
vironment. Depending on the physical details of a system, a

Fig. 1. �R�M�E�, a system before the self-replication process

Fig. 2. �R��M��E�� a system after the self-replication process.

corresponding unstructured environment can be defined dif-
ferently. For example, for robots free to move in three dimen-
sions (Zykov and Lipson 2006), a bounded three-dimensional
volume may be viewed as an unstructured environment.

Figures 1 and 2 show an example of a self-replicating sys-
tem with fixed environmental structures. The robot consists of
four subsystems, a left gripper (gl), a right gripper (gr ) a left
wheel (�l) and a right wheel (�r ). The structured environment
includes eight bar codes (b1� � � � � b8), eight T-shaped tracks
(t1� � � � � t8) and four curved tracks (a1� � � � � a4). There are two
initial functional robots and eight subsystems (two for each
kind of subsystem) to be assembled. Then, the self-replication
process can be described in our framework as

�R�M�E� �� �R��M��E�

such that

R � 	r� r
 � R� � 	r� r� r� r
�
M � 	g� g� �l� �l� �r � �r 
 � M� � ��
E � 	b1� � � � � b6� t1� � � � � t8� a1� � � � � a4
 � E� � E�

Here, there is no external source providing subsystems. For
another cycle of replication, there must be an external supply
of subsystems. In this example and all that follow, the power
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supply is considered to be a replenishable resource. Otherwise,
this too could be considered as a quantity that diminishes dur-
ing the replication process. If the tracks and bar codes are repli-
cated by the self-replication process, then R can be redefined
including these structures in addition to the functional robots,
while E becomes the empty set.

2.2. The Degree of Self-replication

As a simple measure of system complexity, we count the num-
ber of “active elements” for each subsystem and the number
of “interconnections” between subsystems when they are as-
sembled (Eno et al. 2007� Liu et al. 2007). What constitutes an
active element is somewhat subjective and arbitrary, but this
measure can provide a reasonable estimate for comparisons,
as long as the same criteria are used across all systems being
compared. In general we define an active element as a moving
mechanical part or a fundamental electronic component. Each
of the following are counted as a single active element: chassis,
gear, shaft, switch, coil, transistor, capacitor, etc. Logic gates
can count as more than one active element, depending on how
many transistors they contain. For example, we count an AND
gate as two active elements, OR as two, NOT as one and NOR
as two. The complexity of a large logic circuit is measured
as the equivalent number of transistors. A brushed motor is
counted as four active elements (coil, rotor, brushes, magnet).
When subsystems are assembled forming a functional robot,
new electrical and mechanical connections are made. These
are called interconnections. In addition to counting the active
electrical/mechanical parts in each subsystem, each intercon-
nection between subsystems is counted as one active element.

In order for a self-replicating robotic system to be more
powerful, the complexity of the fully assembled system must
be far greater than that of individual parts before assembly.
Also, if most of the complexity is concentrated on one sub-
system and the rest are relatively simple parts, then this is
viewed as more trivial than a case where complexity is distrib-
uted evenly throughout all subsystems. If the i th of n modules
has complexity Ci , we define the degree of self-replication as
(Lee and Chirikjian 2007):

Ds � Cmin

Cmax
� Ctotal

Cave
� 1

Cave
� (1)

where Cave � 1�n
�n

i�1 Ci , and Cmax and Cmin are
the maximum and minimum subsystem complexity among
�C1� � � � �Cn�, respectively. When we count the number of in-
terconnections made by assembly, then the total complexity is
computed as

Ctotal �
n�

l�1

Cl �
n�1�
i�1

n�
j�i�1

Ii j �

where Ii j is the number of interconnections between the i th
and the j th subsystems. If interconnections are not counted,
Ctotal � n � Cave and therefore in this case Ds � Cmin�Cmax �
n�Cave. The first term on the right-hand side of (1) indicates
the complexity distribution throughout the subsystems, the
second term measures the relative complexity of the total sys-
tem to the individual subsystems and the last term penalizes
for complex subsystems. We claim that a more powerful self-
replicating system has higher value of Ds.

If a system consists of n identical modules, Ds is given
by

Ds � n C � I
C2

� (2)

where C is the module complexity and I is the total number
of interconnections among n modules. As another example, if
the subsystem complexities are given by C1 � � � � � Cm � Q
and Cm�1 � � � � � Cn � q for some m � n where Q � q,
then

Ds � qn2�mQ � �n �m�q � I �

Q�m Q � �n � m�q�2
� (3)

If both systems share the same average complexity and the
number of interconnections, such that C � �mQ � �n �
m�q��n, then (3) is always less than (2). In other words, among
all systems composed of n subsystems with the same Cave and
Ctotal, a system with a uniform complexity distribution has the
highest degree of self-replication. If the complexity is concen-
trated in one of the subsystems and each of the rest has only
one active element, then Ds is a minimum for this system. This
relation is written as

Ctotal

C2
ave�Ctotal � n � 1�

� Ds � Ctotal

C2
ave
�

2.3. Entropy

Entropy is a useful statistical measure that can describe
the sophistication of tasks to be addressed by a modu-
lar reconfigurable system or a replicating (including self-
replicating) system. The concepts of discrete and continuous
entropy from information theory are different from each other,
and continuous information-theoretic entropy is not exactly the
same as statistical mechanical/thermodynamic entropy. The
discrete entropy depends on whether modules are labeled (dis-
tinguishable) or not, and is a measure of how complicated the
space of all possible arrangements of parts is. In this paper,
we only use discrete entropy. Given a discrete space consist-
ing of points x1� � � � � xn and a discrete probability distribution
fi � f �xi �, such that

�
i fi � 1 and all fi � 0, the corre-

sponding discrete entropy is defined as

H f � �
�

xi

f �xi � log2 f �xi �� (4)
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A property of discrete entropy is that H f � 0.
We adapt the parts entropy method (Sanderson 1984) to

compute the entropy of objects located in a bounded area. For
an object in a two-dimensional space, its positional and ori-
entational uncertainty can be described as a joint probability
distribution, f �x� y� 	�. In the case when x , y and 	 are statis-
tically independent of each other,

f �x� y� 	� � fx�x� fy�y� f	 �	�

and the corresponding parts entropy is given by
For n parts, if we assume that there is no penalty for over-

laps between parts, then the total entropy can be computed as

H �
n�

i�1

Hi � (5)

where Hi denotes the parts entropy of the i th part. When we
do not allow overlapping among the objects, the total parts en-
tropy will be slightly smaller. Neglecting overlaps makes the
entropy computation much simpler, so we make the assump-
tion that the reduction in entropy resulting from preventing
overlap is negligible when the total footprint of all parts is very
small compared with the area of the environment.

In a robotic self-replication or self-assembly process, the
total entropy reduction is made through two steps: (i) a hu-
man structuring the environment and (ii) the assembly process
performed by the robot. A structured environment can play an
important role, such as storing information about subsystem
locations and guiding the robot’s trajectory. Positional and ro-
tational uncertainty in subsystem locations can be reduced by
a properly designed environment. The entropy reduction re-
sulting from structuring the environment can be computed by
comparing the parts entropy of the system, when we assume
that the subsystems are randomly located in an unstructured
environment, to that when the subsystems are placed in a struc-
tured environment within some tolerance values. If the parts
entropy in an unstructured environment is denoted by H u and
the parts entropy in a structured environment is denoted by H s,
the entropy reduction by a structured environment is defined
by


HE � Hu � H s� (6)

To compute the entropy reduction by the robot, we compare
the parts entropy of the system in a structured environment be-
fore and after the assembly process. The difference between
the two is the amount of entropy reduction by the assembly
process performed by the robot. When discrete entropy is used,
the parts entropy after the assembly process will be close to
zero. Positional and orientational uncertainty of components
in the assembled robot, due to component tolerances, can re-
sult in a small non-zero entropy for the assembled robot. Let
H a be the parts entropy when all subsystems are assembled.
Then the entropy reduction made by an assembly process of
the functional robot is defined by


HR � H s � H a� (7)

In the case where the assembly process is partially made by an
external agent, i.e. the system can replicate, but does not self-
replicate, 
HR is reduced by the amount of entropy change
resulting from the external manipulations on the subsystems.
This amount is added to 
HE because manipulations by an
external agent are counted as an effect of the environmental
structure. The quantity 
HE is one way to measure the com-
plexity of the environment itself. We have investigated other
measures of environment complexity based on graph theory in
Liu et al. (2007).

For a self-replicating system consisting of n subsystems in
a structured environment, Hu, H s and H a can be computed
as follows. We assume that an unstructured environment is a
flat, bounded area with no structures or landmarks inside the
boundary. Let the pose of the i th subsystem in the environ-
ment be parameterized by three coordinates, gu

i � �x� y� 	�.
Each coordinate is bounded on an interval and discretized with
uniform spacing such that x � 	x j 
 � j � 1� � � � � �u

i � on
[0� a], y � 	yk
 �k � 1� � � � � �u

i � on [0� b], and 	 � 		m

�m � 1� � � � �  u

i � on [0� 2�]. For convenience we write this as
x � � u

i , y � �u
i and 	 � �u

i . The number of discrete values
for each coordinate is given by

�u
i �

a

�p
� �u

i �
b

�p
�  u

i �
2�

�r
�

where �p is the positional resolution and �r is the rotational
resolution. The parts entropy of the i th subsystem in an un-
structured environment is then computed as the joint entropy
of the pose coordinates

Hu
i � �

�
x�� u

i

�
y��u

i

�
	��u

i

f u
i �x� y� 	� log2 f u

i �x� y� 	��

where f u
i �x� y� 	� is the joint probability distribution of the

i th subsystem having a given initial pose. We assume that all
initial poses are equally likely, so f u

i is uniform over all co-
ordinates. In addition, we assume that x , y and 	 are statisti-
cally independent, so that f �x� y� 	� � fx�x� fy�y� f	 �	�. In
this case fx �x� � 1��u

i for all x � � u
i and fx�x� � 0 every-

where else. Likewise, fy�y� � 1��u
i and f	 �	� � 1� u

i for all
y � �u

i and 	 � �u
i and zero everywhere else. Given these

assumptions, the parts entropy of the i th subsystem simplifies
to �Hu

i � log2 �
u
i � log2 �

u
i � log2 

u
i �

If we assume that the probability distributions across sub-
systems are statistically independent, the joint parts entropy
of n subsystems in an unstructured environment, denoted by
Hu, can be found by summing Hu

i for all i � 1� � � � � n as
(5). As mentioned earlier, this is not an entirely realistic way
to model the system because it allows poses that would re-
sult in collisions between subsystems in a physical system.
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However, we feel it is reasonable to assume that the discrep-
ancy due to allowing overlap is negligible when the environ-
ment is large compared with the area occupied by the subsys-
tems.

We next consider the scenario in which there are some land-
marks in the environment, that the robot knows the locations
of all landmarks and the subsystems are carefully placed in
certain locations relative to the landmarks within some toler-
ance. The effect of the landmarks is to constrain the available
initial poses to some subset of those available in an unstruc-
tured environment. By reducing the number of available poses,
the parts entropy is reduced. As before, each coordinate is
bounded on an interval and discretized, only now the intervals
represent a much smaller region surrounding the local vicinity
of the landmark. We now have x � 	x j 
 � j � 1� � � � � �s

i � on
[a1� a2], y � 	yk
 �k � 1� � � � � �s

i � on [b1� b2] and 	 � 		m

�m � 1� � � � �  s

i � on [	1� 	2]. Shorthand notation for this is
x � � s

i , y � �s
i and 	 � �s

i . The reduced number of discrete
values for each coordinate in the vicinity of the landmark is
given by

�s
i �

a2 � a1

�p
� �s

i �
b2 � b1

�p
�  s

i �
	2 � 	1

�r
�

We assume that within the pose tolerance of the landmark,
every available pose is equally likely. Following the same rea-
soning as above, the structured parts entropy for the i th sub-
system is given by

�H s
i � log2 �

s
i � log2 �

s
i � log2 

s
i �

We now have the relations �a2 � a1� � a, �b2 � b1� � b
and �	2 � 	1� � 2� . The subsystems may each have different
tolerance values. Hence, � s

i , �s
i , �s

i and the corresponding H s
i

should be obtained individually for each i . If parts are identi-
cal to each other, then they may have the same tolerances and
parts entropy. We again assume that probability distributions
across subsystems are independent, i.e. that there is no over-
lapping among the subsystems, and that the joint parts entropy
of n objects in a structured environment, denoted by H s, is ob-
tained by H s � �n

i�1 H s
i . Note that in this case it is entirely

reasonable to make this assumption because landmarks would
not be intentionally located in a structured environment in such
a way as to cause overlap between subsystems.

When subsystems are assembled, the available poses for
each subsystem are reduced even further. In a perfect assem-
bly process, each subsystem would be constrained to exactly
one pose and the parts entropy would be zero. However, we al-
low multiple poses to account for small variations even when
all subsystems are assembled. In this case the coordinates are
bounded on intervals that represent poses within the allowable
assembly tolerances. The available coordinates are x � 	x j 

� j � 1� � � � � �a

i � on [a3� a4], y � 	yk
 �k � 1� � � � � �a
i � on

[b3� b4] and 	 � 		m
 �m � 1� � � � �  a
i � on [	3� 	4]. Shorthand

notation is x � � a
i , y � �a

i and 	 � �a
i . The number of dis-

crete values for the coordinates is given by

�a
i �

a4 � a3

�p
� �a

i �
b4 � b3

�p
�  a

i �
	4 � 	3

�r

and using the same simplifying assumptions as earlier, the
parts entropy of the i th assembled module is

�H a
i � log2 �

a
i � log2 �

a
i � log2 

a
i �

The same assumption is made about statistical independence
of poses across subsystems and the total parts entropy of an
assembled system is given by H a � �n

i�1 H a
i . Note that

�a4 � a3� � �a2 � a1�, �b4 � b3� � �b2 � b1� and �	4 � 	3� �
�	2 � 	1�. The parts entropy for each object must be com-
puted individually according to its tolerance. The same val-
ues of �p and �r must be used when computing unstructured,
structured and assembled parts entropy. There is no clear-cut
way to chose �p and �r, but it is important that they be less
than the smallest values of the positional tolerance and the ro-
tational tolerance. In addition, the same values must be used
when comparing parts entropy values across different systems.

We apply this analysis to actual robotic systems as follows.
First the bounds of the unstructured environment �a� b� are de-
termined. Usually these are just the dimensions of a bounding
box containing the track. Next, the landmark and assembly tol-
erances are measured or estimated empirically from the phys-
ical system. The positional and orientational tolerances of the
i th subsystem in a structured environment are defined as

�gs
i � ��x s

i � �ys
i � �	

s
i �

and the tolerances of the j th subsystem, when it is in an as-
sembled robot, are defined as

�ga
j � ��xa

j � �ya
j � �	

a
j ��

where �x � �x2 � x1�, �y � �y2 � y1� and �	 � �	2 � 	1� for
x � [x1� x2], y � [y1� y2] and 	 � [	1� 	2]. Finally, resolutions
�p and �r are chosen to be less than the minimum tolerance
value.

If an initial functional robot is able to assemble all sub-
systems of the replica in an unstructured environment, then

HE � 0 and the parts entropy change induced by the robot
will be determined by 
HR � Hu � H a. By building some
landmarks or structures in the environment, the amount of en-
tropy change associated with assembly performed by the ro-
bot is reduced by the amount of entropy change resulting from
structuring the environment. We recall that a self-replicating
system is capable of replication without the aid of determinis-
tic external manipulation. A structured environment can hold
information about part locations or passively guide the robot
trajectory, but does not actively control or manipulate the sub-
systems. If an external agent partially or fully controls the
replication process, we call the system “replicating” but not
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“self-replicating”. For the same level of replication, a system
including an external agent will have a higher value of 
HE

and a smaller value of 
HR than a system capable of self-
replication.

The presented measures are applied to three prototypes and
some other existing systems, and the results are described in
the following section.

3. Prototypes

We present three physical prototypes in this section. A
microprocessor-based self-replicating robot (SRR I) and two
self-replicating systems with distributed electronics (SRR II
and SRR III) are described. SRR I and SRR III are capable
of distinguishing between subsystems by reading the informa-
tion embedded in the structured environments. Each robotic
system consists of five or six heterogeneous prefabricated sub-
systems. These prototypes are fully autonomous and capa-
ble of replication without human intervention during the as-
sembly process. Therefore, they are viewed as self-replicating
systems. The degree of self-replication based on the num-
ber of active elements and interconnections is computed for
each prototype. In addition, the entropy reductions due to a
structured environment and robot assembly process, 
HE and

HR, are computed as well. For computational simplicity,
we assume that the probability distribution on part position
and orientation is uniform within the allowed tolerances, and
that variables defining poses �x� y� 	� are independent of each
other.

3.1. Microprocessor-based SRR: SRR I

The replication process of SRR I (Park et al. 2004) can be de-
scribed in our framework as

�R�M�E� �� �R����E� (8)

such that

R � 	r
 � R� � 	r� r
�
M � 	M1�M2�M3�M4�M5
 � M� � ��
E � 	Emovable� Efixed
 � E� � E�

As shown in Figure 3, the base (with LegoTM RCX controller),
M5, must be initially placed at the center of the track and the
other four subsystems can be placed on one of four sub-tracks.
The assembly process is made by collecting four subsystems
and attaching them to the base module in a strict order of
M1 � M2 � M3 � M4. The structures that can be relocated
according to the subsystem locations are denoted by Emovable

including bar codes on the track, and the structures fixed in the

Fig. 3. SRR I: initial setup of the system, M1� � � � �M4 and M5

(fixed at the center of the track).

environment are denoted by Efixed containing the sub-tracks
and the main track.

The main difference of SRR I from our earlier fully au-
tonomous prototype (Suthakorn et al. 2003a), referred as
“SRR-03”, is that SRR I is able to read bar codes on the track,
indicating each subsystem’s location, while SRR-03 simply
follows the pre-defined trajectory. The initial functional robot
in SRR I can start out anywhere on the main track. Each sub-
system is labeled by a bar code on the main track. When the
robot finds this bar code, it takes the alternate path to the sub-
track, which leads to a subsystem. It proceeds to pick it up and
follow that path until it converges onto the main track again.
After it gets back to the main track, it starts to search for a
matching bar code to find the location where the subsystem is
to be released. When it reaches the specified bar code, it takes
the path into the center of the track and delivers the subsystem
to the base. Afterwards, it turns around and follows the path
back onto the main track. This bar code matching algorithm is
then performed for the other subsystems.

The robot consists of five subsystems: a gripper, left wheel
with a motor, right wheel with a motor, a balancing tail and
the base with a LegoTM RCX controller as shown in Fig-
ure 4. Mechanical and electrical connections between mod-
ules are made through permanent magnets and spring-loaded
metal contacts. The RCX controller contains a microproces-
sor and 512 bytes of RAM. We do not know the exact num-
ber of transistors equivalent to the RCX, but we estimate a
lower bound to the complexity based on the size of the RAM
as 512 � 8 � 4� 096 active elements. Let � be the number of
active elements in the RCX controller, then � � 4,000. As
shown in Table 1, the number of active elements of M5 is far
greater than that of M1� � � � �M4. The number of interconnec-
tions between modules is 18, and so the degree of self replica-
tion is given by
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Fig. 4. SRR I: (a) five subsystems disassembled� (b) com-
pletely assembled robot.

Table 1. Five subsystems of SRR I.

Module Components Complexity

M1 Right motor/wheel 12

M2 Gripper 9

M3 Left motor/wheel 12

M4 Balancing tail 1

M5 RCX Controller � � 4,000

Ds � 1

4,000
� 4�052

8072
� 1�56� 10�6� (9)

We now compute the parts entropy for this system. The size
of the environment is defined by the size of minimum rectan-
gle which covers the whole environmental structure. Then, we
have � u

i � [0� 1,200], �u
i � [0� 1,200] and �u

i � [0� 2�] for
all i � 1� � � � � 5. The translational displacement is measured
in millimeters and the rotational displacement is measured in
radians. For �p � 0�5 and �	 � 0�01, if all variables are inde-
pendent of each other and have uniform distributions, the parts
entropy of the i th subsystem in an unstructured environment is
given by

�H u
i � log2 �

u
i � log2 �

u
i � log2 

u
i � 31�75�

where

�u
i � 2400� �u

i � 2�400�  u
i � 628�

If every subsystem has the same parts entropy, then the total
parts entropy is given by

�Hu �
5�

i�1

�Hu
i � 158�75�

In SRR I, the system is tolerant to permutations of the four
movable track segments, because each segment is identified by
an attached bar code. There are 4! ways to locate M1� � � � �M4

in four sub-tracks with some tolerance and M5 must be placed
at the center of the track with fairly small tolerance. In placing

subsystems, each of them has some tolerance in its pose given
by

�gs
1 � �gs

3 � �5� 5� 0�12��
�gs

2 � �10� 5� 0�17��
�gs

4 � �8� 5� 0�13��
�gs

5 � �1� 1� 0�02��

The part entropy for each subsystem can be computed as

�H s
1 � �H s

3 � log2 10� log2 10� log2 12 � 10�23�
�H s

2 � log2 20� log2 10� log2 17 � 11�73�
�H s

4 � log2 16� log2 10� log2 13 � 11�02�
�H s

5 � log2 2� log2 2� log2 2 � 3�

The structured environment includes four sub-tracks to locate
four subsystems and, as shown in Figure 3, these areas do
not overlap each other. Therefore, there are 4! ways to lo-
cate the subsystems in the environment. The entropy result-
ing from this permutations must be counted in addition to the
entropy from the positional and rotational tolerances. If we
define �Hperm as the entropy from the possible permutations
and assume that the probability distribution among permuta-
tions is uniform, then

�Hperm � �
4!�

k�1

1

4!
log2

1

4!
� log2 4! � 4�59�

The total parts entropy can be computed as

�H s �
5�

i�1

�H s
i � �H perm � 50�80�

Therefore, the entropy reduction by the structured environment
is given by


HE � �Hu � �H s � 107�95� (10)

If the tolerance of the assembled subsystem is given by
�ga

i � �2� 2� 0�01� for all i � 1� � � � � 5, the parts entropy is
computed as

�H a
i � log2 4� log2 4� log2 1 � 4

and the total parts entropy for the assembled system is

�H a � 20�

Therefore, the entropy reduction by the robot assembly is
given by


HR � �H s � �H a � 30�80� (11)
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Fig. 5. SRR II: initial set-up in the environment, M1� � � � �M4

and M5 (at the center).

Fig. 6. SRR II: (a) five subsystems� (b) completely assembled
robot.

3.2. SRR with Distributed Electronics: SRR II

SRR II (Eno et al. 2007) can be described in our framework as

�R�M�E� �� �R����E�� (12)

such that

R � 	r
 � R� � 	r� r
�
M � 	M1�M2�M3�M4�M5
 � M� � ��
E � 	E� E� E� E
 � E� � E�

The central subsystem M5 must be fixed in the environment,
as with SRR I� M1� � � � �M4 can be placed anywhere along the
length of one of four tracks, within a fairly small orientation
tolerance. The environment consists of four identical subsets,
E � 	track�wall�pole
. The initial setup of the system and the
robot and five subsystems are shown in Figures 5 and 6.

SRR II has distributed electronics instead of an integrated
controller as used in SRR I and SRR-03. The trajectory of the
robot is determined by the structured environment. When the
robot picks up a subsystem, the track automatically leads the

Fig. 7. SRR II: state transitions between two defined behaviors.

Table 2. Five subsystems of SRR II.

Module Components Complexity

M1 Magnetic gripper/9V battery 3

M2 Left motor/driving circuit 14

M3 Right motor/driving 15
circuit/touch sensor

M4 5V battery/touch sensor 3

M5 Main circuit/line tracker 65

robot to place the subsystem in the correct location. Once the
subsystem is attached to the central part, the robot reverses
its direction and then goes back to the next track. The ro-
bot repeats this process until it assembles every subsystem. A
flowchart of this logic is shown in Figure 7. The robot has
two finite states in its behavior: moving forward along the line
(mode 1) and moving backward blindly (mode 2). There are
two events which trigger a change in state. A triggering of the
front touch sensor causes the robot to transition from mode 1 to
mode 2. A triggering of the rear touch sensor causes the robot
to transition from mode 2 to mode 1. According to the orienta-
tion of M5, M1� � � � �M4 are placed in one of four tracks. They
are placed with certain orientations anywhere along the track.
Figure 8 shows a time-lapse of the self-replicating process.

Five subsystems and the number of active elements in each
subsystem are described in Table 2. The number of intercon-
nections is 26, and so the degree of self-replication of SRR II
is

Ds � 3

65
� 126

202
� 1�45� 10�2� (13)

Although most active elements are still concentrated in M5

rather than the other subsystems, Ds is much larger than in
SRR I because the RCX controller is replaced by discrete cir-
cuit elements distributed into subsystems.

We now compute the entropy reductions for this system.
The environment is bounded by � u

i � [0� 1,016], �u
i �

[0� 1,016] and�u
i � [0� 2� ] for all i � 1� � � � � 5. For �p � 0�5
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Fig. 8. SRR II: self-replication process in a structured environ-
ment.

and �	 � 0�01, the parts entropy for each subsystem in an un-
structured environment is given by

�Hu
i � log2 �

u
i � log2 �

u
i � log2 

u
i � 31�27�

where

�u
i � 2�032� �u

i � 2�032�  u
i � 628�

and the total parts entropy is

�Hu � 31�27� 5 � 156�35�

The gripper uses permanent magnets to “grasp” steel con-
tact plates on each subsystem. Figure 9 shows the front and
back view of the magnetic end-effector. As every subsystem
uses the same kind of contact plate, we assume that tolerance
to errors is the same for M1� � � � �M4, and given by

�gs
i � �900� 5� 0�10��

Fig. 9. SRR II: magnetic end-effector, M1.

The first tolerance value is much larger for this system (900
compared with 10 for SRR I) because subsystems can be
placed anywhere along the length of one of four tracks, as long
as they do not interfere with the robot trajectory. The part en-
tropy for each subsystem can be computed as

�H s
i � log2 1�800� log2 10� log2 10 � 17�46

for all i � 1� � � � � 4. For M5 with �gs
5 � �1� 1� 0�02�, we have

�H s
5 � log2 2� log2 2� log2 2 � 3�

As four subsystems must be assembled in a strict order, there
are 4! ways to arrange M1� � � � �M4 in four tracks as discussed
previously. Then, we have

�Hperm � �
4�

k�1

1

4
log2

1

4
� log2 4 � 2�

Thus the total parts entropy in a structured environment is
given by

�H s �
5�

i�1

�H s
i � �H perm � 74�84�

The entropy reduction by the structured environment is com-
puted as


HE � �H u � �H s � 81�51� (14)

The assembled subsystems have a small tolerance of �ga
i �

�2� 2� 0�01�. The parts entropy for an assembled subsystem is

�H a
i � log2 4� log2 4� log2 1 � 4

for all i � 1� � � � � 5. The total parts entropy for the assembled
subsystems is

�H a � 20�

Therefore, the entropy reduction by the robotic assembly is
given by


HR � �H s � �H a � 54�84� (15)
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Fig. 10. SRR III: overview of the entire system and the envi-
ronmental structures.

3.3. Advanced SRR with Distributed Electronics: SRR III

Self-replication by SRR III (Lee and Chirikjian 2007) can be
represented as

�R�M�E� �� �R����E� (16)

such that

R � 	r
 � R� � 	r� r
�
M � 	M1�M2�M3�M4�M5�M6
 � M� � ��
E � 	Emovable� Efixed
 � E� � E�

Here Emovable includes bar codes and contact patches on the
track, and Efixed includes the outer track and the inner track
(Figure 10). The subsystems must be collected in a certain or-
der to be assembled successfully as shown in Figure 11. From
top to bottom, there are three layers of modules: the first layer
with M1 and M2, the second layer with M3 and M4 and the
third layer with M5 and M6. The first layer must be collected
prior to the second or the third, and the second layer must be
collected prior to the third.

SRR III is a combination and an extension of SRR I and
SRR II. SRR III is able to distinguish between subsystems
and assemble them automatically in a structured environment
(much like SRR I). The robot consists of six distinctive sub-
systems with distributed electronics (much like SRR II). The
electronic circuit is also divided into six sub-circuits, and each
of them is mounted on one of six subsystems. Some improve-
ments have been made in SRR III compared with the previous
prototypes. These are: (i) an increased number of subsystems,
(ii) no initially fixed hub, (iii) advanced modular design (eas-
ier to push and slide), (iv) extended functionality of the robot
(more defined behaviors) and (v) more movable environmental
structures.

Figure 10 shows an overview of the initial setup in the struc-
tured environment. The robot has a state machine which has

Fig. 11. SRR III: (a) six disassembled modules and (b) a com-
pletely assembled robot.

six states according to the subsystem to be assembled. The ro-
bot follows the outer track until it finds a bar code indicating
the correct subsystem and then it turns left to pick up the sub-
system. During this process, the robot passes a contact metal
patch that triggers the state machine to the next state. Next, the
robot enters the inner track by making a rear left or right turn
and follows the inner track until it detects the metal line at the
center. The metal line triggers the robot to reverse the direc-
tions of the motors, resulting in the robot moving backward un-
til it hits the wall. Since the robot grabs a subsystem and drags
it with a passive fork, the subsystem is released when the robot
reverses direction. The rear touch sensor reverses the direction
of travel again when the robot hits the wall, and it returns back
to the outer track by forward line-tracking movement to re-
peat the process. The distinctive behaviors of the robot and the
mode transitions according to the sensor inputs are shown in
Figure 13. Figure 12 is the entire self-replication process with
a time-lapse sequence. The dimensions of the passive fork on
modules M1 and M2 are carefully decided to allow increased
position and orientation tolerance. As the robot manipulates
subsystems by pushing and sliding operations, choosing the
right fork spacing and length allows subsystems to self-align in
the fork. In other words, a well-designed grasping mechanism
can tolerate increased pose errors in subsystem placement.

The six subsystems and their number of active elements are
listed in Table 3. The electrical and mechanical connections
among six modules are made through the spring/metal mecha-
nism and permanent magnets as shown in Figure 14. The num-
ber of interconnections among subsystems is 49 and the degree
of self-replication of SRR III is

Ds � 11

91
� 233

�30�67�2
� 2�99� 10�2� (17)
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Fig. 12. SRR III: self-replication process with time-lapse se-
quence.

Table 3. Six subsystems of SRR III.

Module Components Complexity

M1 Line tracking circuit 11

M2 Line tracker sensor 16

M3 Motor driver circuit/left motor 30

M4 Bar-code reader/right motor 24

M5 Power supply/3 contact sensors 12

M6 State machine/3 contact sensors 91

We claim that SRR III demonstrates a higher degree of self-
replication than SRR I or SRR II, in that it has a better com-
plexity distribution and a higher relative complexity.

The environment is bounded by � u
i � [0� 2�032], �u

i �
[0� 2�286] and �u

i � [0� 2�] for all i � 1� � � � � 6. Using
the same positional and rotational accuracy as before, the parts

Fig. 13. SRR III: defined behaviors of the robot, the robot re-
peats this process until it replicates all subsystems.

Fig. 14. SRR III: three metal pieces (top), two springs (bottom
left) and a permanent magnet (bottom right).

entropy of the system in an unstructured environment is given
by �Hu

i � log2 �
u
i � log2 �

u
i � log2 

u
i � 33�44�

where
�u

i � 4064� �u
i � 4572�  u

i � 628�

Then, the total parts entropy is computed as

�Hu �
6�

i�1

� 200�65�

The tolerance of each subsystem location in the structured
environment is given by

�gs
1 � �gs

2 � �55� 13� 0�30��
�gs

3 � �40� 13� 0�20��
�gs

4 � �40� 13� 0�10��
�gs

5 � �gs
6 � �45� 13� 0�20��
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The corresponding parts entropy is calculated as

�H s
1 � �H s

2 � log2 110� log2 26� log2 30 � 16�39�
�H s

3 � log2 80� log2 26� log2 20 � 15�34�
�H s

4 � log2 80� log2 26� log2 10 � 14�34�
�H s

5 � �H s
6 � log2 90� log2 26� log2 20 � 15�51�

There are six locations to place six subsystems and, therefore,
6! possible ways to locate them,

�H perm � log2 6! � 9�49

and, therefore, the total parts entropy of the system in a struc-
tured environment is computed by

�H s �
6�

i�1

�H s
i � �H perm � 102�97�

The entropy reduction by the structured environment is


HE � �H u � �H s � 97�68� (18)

The assembled subsystems have a small tolerance of �ga
i �

�1� 1� 0�01� for all i � 1� � � � � 6. The parts entropy for an as-
sembled subsystem is

�H a
i � log2 2� log2 2� log2 1 � 2�

The total parts entropy for the assembled subsystems is calcu-
lated as �H a � 12

and, then, the entropy reduction by the robotic assembly is
given by


HR � �H s � �H a � 90�97� (19)

3.4. Discussion on Prototypes

Figure 15 shows the amount of entropy reduced by the struc-
tured environment and by the robot assembly process for each
prototype presented in Section 3. SRR I and SRR III show
slightly higher 
HE than SRR II. SRR I has the smallest en-
tropy reduction and SRR III has the largest entropy reduction
resulting from the assembly process. To compare the tasks per-
formed purely by the robots, one should observe 
HR for the
systems being compared. A larger value of
HR indicates that
more sophisticated/complex tasks is performed by the robot.

SRR I and SRR II can be considered to demonstrate a sim-
ilar level of self-replication in terms of complexity of the to-
tal replication process, because both self-replications are made
by collecting four subsystems in a structured environment. As
one can observe from the bottom graph in �gure 15 SRR I

Fig. 15. Entropy reduction by structured environment, 
HE,
and by the assembly process, 
HR, and the total entropy re-
duction,
HE �
HR, of three prototypes.

Fig. 16. Ds versus
HR: SRR I, SRR II and SRR III.

and SRR II show similar values of 
HE � 
HR. However,
the source of entropy reduction is different in the two systems.
As SRR II can distinguish between subsystems by reading bar
codes while SRR I cannot, one might say that SRR II performs
a more complicated task than SRR I, and this is properly ac-
counted for by our measure.

SRR I has a microprocessor in one of its five subsystems.
Therefore, the complexity of the total system is mostly con-
centrated in one particular subsystem. By dividing electronics
into several sub-circuits, SRR II and SRR III achieve higher
degrees of self-replication (Ds). In addition, SRR III consists
of six subsystems while SRR I and SRR II are both composed
of five subsystems, and that fact leads SRR III to have the high-
est Ds among the three prototypes. Figure 16 plots
HR versus
Ds for the three prototypes.
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The proposed measures are applicable to many modular ro-
botic systems, including directed replication via module as-
sembly (Zykov et al. 2005� Zykov and Lipson 2006), self-
assembly of random modules (White et al. 2004� Napp et al.
2006) and replication from random modules (Penrose 1959�
Griffith et al. 2005).

Systems that assemble structures from randomly agitated
subsystems will naturally have a higher value of 
HR than
those that require subsystems to be placed in fixed poses. The
degree of self-replication Ds will typically be very low for sys-
tems that use microprocessors and higher for systems that use
discrete circuit elements. The purpose of these measures is to
compare the performance of systems within a category of task.
We claim that for a modular robotic system designed for di-
rected self-replication, high 
HR and high Ds are desirable.
For other types of modular robots this may not apply. In addi-
tion, a comparison of
HR and Ds across systems of different
categories may not yield meaningful information. For exam-
ple, it is not clear that values for a directed self-replication
system compared with a self-assembly system will tell us any-
thing useful, because what constitutes a task is different (in di-
rected self-replication a functional replica must be assembled,
whereas a self-assembly task might be simply to form a static
structure from unassembled subsystems).

The system of Zykov et al. (2005) consists of four iden-
tical cubes in three-dimensional space. The robot assembles
the modular cubes provided in one of two feeding locations.
The cube is symmetric, but has only two surfaces equipped
with connectors and, therefore, the initial configurations of the
module provided at the feeding location can have one of two
possible orientations, within a small tolerance to errors. The
feeding locations are designed to be same as the cube connec-
tor surface, which means that the tolerance in placing a cube
at the feeding location is the same as the tolerance of a cube in
an assembled system. Therefore, there is no entropy reduction
made by the assembly process. In this system, the two feeding
locations can be viewed as a structured environment. Also, a
human providing subsystems during the replication process is
viewed as an external agent manipulating parts, and so in our
terminology this system replicates, but does not self-replicate.
Each modular cube has a micro-processor, actuators, etc., so
their complexity can be considered roughly equal to that of the
microprocessor-containing module in SRR I.

4. Conclusions

We have reviewed a descriptive framework inspired by
von Neumann’s early model of self-reproducing automata and
presented two useful measures for robotic self-replicating or
self-assembly systems. The system complexity, combining the
complexity distribution among the subsystems with the rela-
tive complexity of the total assembled system compared with

individual subsystems, has been defined as the degree of self-
replication. In addition, the amount of task complexity by a
functional robot was measured by computing the entropy re-
duction resulting from the robot assembly process. Sander-
son’s (1984) parts entropy method has been used to compute
the parts entropy on locations of subsystems. Robotic replicat-
ing systems often include a structured environment in order to
catalyze the replication process and reduce the task complex-
ity. The amount of uncertainty reduced by structuring the envi-
ronment was also computed by comparing two entropy values,
one when subsystems are randomly placed in an unstructured
environment and the other when the subsystems are placed in a
structured environment. These measures were applied to three
robots developed in our lab, although they could be applied to
other types of modular robot. Without detailed knowledge of
experimental data and specific design details, it is difficult to
compute Ds,
HE and
HR for other robots. A larger value of
Ds indicates a higher degree of self-replication, in the ratio of
the total system complexity to the individual subsystem com-
plexities is higher, and the complexity distribution of subsys-
tems is closer to a uniform distribution. Also, a higher value of

HE�
HR indicates a more complicated replication process,
and a higher value of 
HR indicates a more complicated as-
sembly task performed by a robot.
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