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TABLE II
NUMBER OF ITERATIONS FORCONVERGENCE

the results are not better thanthat of our method with coarser
sampling.

V. CONCLUSION

In this work, we developed a new alignment method for
class averaging in single particle electron microscopy. The new
method consists of two steps: prealignment and realignment.
In the prealignment process, images in a class are aligned
using their centers of mass and principal axes. Although this
prealignment does not generate an accurate alignment, it
provides a reasonable staring point for the next realignment
process. We can quantitatively characterize the distribution
of misalignments in this prealignment method. In the second
step, we realign the images using the results from theÞrst step.
Essentially, we apply the CC method to realign the images
from the Þrst step with the reduced search space that was
created based on the statistics of misalignment. The parametric
probability densities that we use to do this are similar to those
that have been used in SLAM and Assembly Planning, and are
new to the microscopy application. In order to avoid problems
related to false peaks in the CC method, blurred version of
the images are used in theÞrst phase of the second step. After
iteration with the blurred images, we use the original image to
Þnd more accurate alignment.

We veriÞed the proposed method using synthetic data im-
ages. We measured the Fourier ring correlation between the
ground truth image and the resulting image, which quantiÞes the
image similarity. In addition, the errors between those images
were calculated to measure the difference between the ground
truth and the results. In the test, we conÞrmed that the pro-
posed method produces better results than the conventional CC
method and the ML method. More importantly, even when the
search resolution for the conventional CC method is increased
at the expense of the computation time, the results of the new
method were better. This validates our hypothesis that for highly
anisotropic particles, the CC method is signiÞcantly enhanced
by including the orientation dependence in the probability den-
sity function of the misalignments, rather than using the state-of-
the-art.

The prealignment step using the CMPA matching replaces the
preexisting distribution of thepose of the projection with one
that is known. The statistics of misalignment can be estimated
using the information about the background noise. It is worth
noting that this beneÞt sheds new light on the ML method [15]
that is based on statistics. We expect that CMPA matching can be
used for the conventional ML method to make the ML method
even stronger. We leave this work for future research.
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