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Hyper-redundant (or snakelike) manipulators have many more degrees of freedom than required to position and orient
an object in space. They have been employed in a variety of applications ranging from search-and-rescue to minimally
invasive surgical procedures, and recently they even have been proposed as solutions to problems in maintaining civil
infrastructure and the repair of satellites. The kinematic and dynamic properties of snakelike robots are captured naturally
using a continuum backbone curve equipped with a naturally evolving set of reference frames, stiffness properties, and
mass density. When the snakelike robot has a continuum architecture, the backbone curve corresponds with the physical
device itself. Interestingly, these same modeling ideas can be used to describe conformational shapes of DNA molecules
and filamentous protein structures in solution and in cells. This paper reviews several classes of snakelike robots:
(1) hyper-redundant manipulators guided by backbone curves; (2) flexible steerable needles; and (3) concentric tube
continuum robots. It is then shown how the same mathematical modeling methods used in these robotics contexts can be
used to model molecules such as DNA. All of these problems are treated in the context of a common mathematical
framework based on the differential geometry of curves, continuum mechanics, and variational calculus. Both
coordinate-dependent Euler–Lagrange formulations and coordinate-free Euler–Poincaré approaches are reviewed.

Keywords: hyper-redundant manipulators; variational calculus; Lie group; continuum model; biological macromolecule

1. Introduction

Snakelike, wormlike, tentacle, elephant-trunk, or ‘hyper-
redundant’ manipulators and mobile robots have been
studied extensively over the past few decades. Such
manipulators can have either a discrete or continuum
architecture. In either case, it is convenient to use con-
tinuous curves to describe their overall shape. Inspired by
the exterior appearance and functionality of their biological
counterparts, the design principles for these robotic devices
vary from biologically inspired internal morphologies, on
the one hand, to completely different architectures such
as variable-geometry-trusses and continuum manipulators,
on the other. Moreover, these devices can either be fully
actuated or under-actuated, such as in medical applications
in which small size and the ability to easily sterilize instru-
ments are critical.

This paper is a review that covers the mathematical meth-
ods used to model the kinematics and mechanics of con-
tinuum filaments. Interestingly, many of these modeling
methods also find applications in modeling the behavior
of DNA and filamentous protein molecules. In this way,
the study of hyper-redundant manipulator kinematics has
had some connection to the field of molecular biophysics,
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thereby extending the reach of these methods beyond their
original application domain. This section reviews the liter-
ature on snakelike robots and their application areas, and
provides background mathematics for use in the remainder
of the paper. Before proceeding to the technical discussion,
some brief remarks about the history of snakelike robots are
in order.

Hirose and collaborators initiated the study of snakelike
robots in the early 1970s, as summarized in [1]. Over the
years, snakelike locomotion systems [2] have been
designed for search-and-rescue.[3] Elastic-filament manip-
ulators have been used for positioning and orienting objects,
as well as for nasal and throat surgeries.[4,5] Steerable nee-
dle concepts and associated nonholonomic planning have
been proposed for minimally invasive biopsy and treatment
procedures.[6–8] Continuum [9,10] and concentric elastic
tube robots [11–13] have been proposed for a variety of
tasks including medical procedures. And hyper-redundant
manipulators have been proposed for satellite servicing and
inspection in nuclear power plants.

Continuum manipulators have become popular in recent
years,[14,15] including applications such as grasping.
[16–18] Often, researchers in this field point to [19] as the
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starting point for the study of such manipulators. However,
as clearly stated in [20], the use of continuous backbone
curves can be used for either hyper-redundant manipulators
with discrete or continuous (aka continuum) morphologies.
Bio-inspired structures such as tentacles [21,22] and as-
sociated locomotion [23,24] continue to be basic research
problems of interest. On the applied side, the mechanics
[25] and sensing [26] within active endoscopes [27,28] have
been receiving increasing attention in recent years.

The mechanics of continuum filaments is by no means
new and has been reinvented many times over the past
250 years. In fact, Euler studied these objects in the eigh-
teenth century, and they have come to be known as ‘Euler’s
elastica.’ In the nineteenth century, Kirchhoff and Clebsch
studied these objects, and at the beginning of the twentieth
century, F. and E. Cosserat introduced their nonlinear theory
of rods. For the history of elastic curves and pointers to the
mechanics literature see [29–31].

Also predating the study of continuum manipulators is
the use of elastic curves forced by Brownian motion in the
polymer physics literature. Such models have been used for
DNA and other ‘semi-flexible’ or ‘stiff’ macromolecules
for more than 50 years.[32–35] Experimental determina-
tion of the stiffness of DNA has been reported in [36–38]
and theoretical and computational results have been put
forth to model the elasticity of DNA and other filamentous
biomolecular structures.[39–46] The efficacy of continuum
elastic models of DNA in the case of long chains (e.g. a
hundred base pairs or longer) have been documented, as
have the limitations of such models for very short segments.
[47,48]

Elastic models of DNA mechanics has a long history.
[49,50] A number of studies on chiral and uncoupled
end-constrained elastic rod models of DNA with circular
cross-section have been presented.[51,52] More recent
works involve the modeling of DNA as an anisotropic in-
extensible rod and also include the effect of electrostatic
repulsion for describing the DNA loops bound to Lac
repressor, etc. [53,54]. Another recent work includes
sequence-dependent elastic properties of DNA.[55] All of
these aforementioned works are based on Kirchhoff’s thin
elastic rod theory.[31] This theory, as originally formu-
lated, deals with nonchiral elastic rods with circular cross-
section. Simo and Vu-Quoc formulated a finite element
method using rod theory.[30] Coleman et al. reviewed dy-
namical equations in the theories of Kirchhoff and Clebsch
[56]. Gonzalez and Maddocks devised a method to ex-
tract sequence-dependent parameters for a rigid base pair
DNA model from molecular dynamics simulation.[57] An-
other recent work includes the application of Kirchhoff
rod theory to marine cable loop formation and DNA loop
formation.[58]

This paper focuses on snake robots with a fixed base (such
as the one shown in Figure 1 which consists of multiple
platforms stacked to form a hybrid manipulator), and shows

how these same models are applicable to filamentous
biomolecular structures such as DNA. Therefore, locomo-
tion systems are not modeled here, but it is worth mention-
ing that snakelike [59,60] and wormlike [24,61] locomotion
based on the propagation of peristaltic waves and other
modalities [62,63] have continued to receive significant
attention in the literature.

The remainder of this paper is structures as follows. Sec-
tion 2 reviews the concept of a ‘backbone curve’ that can
be used to either approximate a discrete chain or exactly
model the kinematics and dynamics of a continuum fila-
ment. Along with this concept, a simple method for inverse
kinematics involving a superposition of modes is discussed.
Section 3 reviews the variational methods that are applica-
ble of generating the conformations and optimal framing
of elastic curves as applied to manipulators, tubes, and
DNA molecules. In particular, when using coordinates, the
Euler–Lagrange equations provide necessary conditions for
optimality, and in the coordinate-free setting, the Euler–
Poincaré equations play the same role. Section 4 focuses on
a special class of problems in which global optimality can be
ensured. These include the optimal framing and reparame-
terization of space curves. Section 5 then discusses optimal
backbone curve shapes generated using both parameteriza-
tions of rigid body motions, and how this same problem
can be formulated without coordinates, and demonstrates
the methodology on DNAloops. That section also discusses
the variational modeling of concentric tube (active cannula)
devices and illustrates how these same methods can be
applied in needle steering.

2. Continuum modeling of slender structures

Similar questions arise in: (1) the redundancy resolution of
fully actuated, hyper-redundant, manipulators; (2) the me-
chanical analysis and planning of under-actuated snakelike
systems (flexible needles and active cannulae); and (3) DNA
mechanics. In all of these cases, the physical structure can
be described by a backbone curve of the form

x(t) =
∫ t

0
[1 + ε(τ )]R(τ )e1 dτ (1)

for t ∈ [0, 1], where e1 = [1, 0, 0]T and T denotes the
transpose. R(τ )e1 is the unit tangent vector, defined relative
to a 3 × 3 rotation matrix, R(τ ) ∈ SO(3) for any value
τ ∈ [0, t], and ε(t) > −1 is a function that describes how
much the curve parameter deviates from arc length. (When
ε(t) = 0, the parameter t becomes arc length.)

Equation (1) can be thought of as the infinite limit of a cas-
cade of infinitesimally small serial links, each enumerated
by a value of τ , the orientation of each given by R(τ )e1,
and if a link itself is a prismatic joint, then the degree to
which it can stretch or shrink is described by ε(τ ).



Advanced Robotics 819

From basic Calculus, the tangent to this curve is

dx
dt

= [1 + ε(t)]R(t)e1.

This is a vector with magnitude ‖dx/dt‖ = 1 + ε(t). When
ε(τ ) ≡ 0, the tangent dx/dt becomes a unit vector and
the curve parameter becomes arc length. Here t is a curve
parameter which should not be confused with time (there is
no time variable in the current context). Moreover, t is used
here instead of s (arc length) to allow for greater generality.

2.1. The modal approach

Aquestion that arises immediately is how to perform inverse
kinematics for slender continuum structures described by a
curve such as that in (1). A natural approach is to restrict
the curve to a limited set of ‘extrinsic modes.’ For example,
one can choose a spline-like curve of the form

x(t) =
m∑

k=1

bk�k(t) (2)

for some set of predefined shape functions {�k} and limit
m to match the number of degrees of freedom needed to
complete some task such as positioning the hand located at
the point t = 1. For example, m = 2 to position in the plane,
m = 3 to position and orient in the plane, m = 3 to position
in space, and m = 6 to position and orient in space. Early in
the study of snake robots, backbone curves of the form (2)
were advocated.[64–67] However, a linear superposition
of that form does not obey the internal constraints of the
structure. For example, as discussed previously, an inex-
tensible continuum structure incapable of stretching should
have ε(t) = 0. But such a constraint cannot be enforced
with (2).

Away to achieve the same intent of dimensionality reduc-
tion in (2) while observing realistic physical constraints of
the slender structure is to restrict intrinsic parameters such as
curvature and extensibility to have a modal form.[20,68,69]
In the planar case,

R(τ )e1 =
(

cos θ(τ )
sin θ(τ )

)
where the angle θ(τ ) is related to the curvature of a plane
curve by the simple formula

θ(t) =
∫ t

0
[1 + ε(τ )]κ(τ)dτ.

The ‘intrinsic’ modal approach then amounts to setting

κ(τ) =
m1∑

k=1

akφk(τ ) ; ε(τ ) =
m2∑

k=1

αkψk(τ ). (3)

For example, to position an object in the plane with an
inextensible continuum filament, where ε(τ ) ≡ 0, we can
choose

φ1(τ ) = 2π cos 2πτ and φ2(τ ) = 2π sin 2πτ

resulting in

xee = cos(a2)J0

[
(a2

1 + a2
2)

1
2

]
yee = sin(a2)J0

[
(a2

1 + a2
2)

1
2

]
where J0 is the zeroth-order Bessel function.

Then the inverse kinematics problem can be solved as

a1 = ±
([

J−1
0

[
(x2

ee + y2
ee)

1
2

]]2 − [Atan2(yee, xee)]2
) 1

2

a2 = Atan2(yee, xee)

Alternatively, to position an object in the plane while
allowing constant stretch, we can have m1 = m2 = 1
with φ1(τ ) = τ and ψ1 = 1. Then the result will be a
circular arc of curvature and length that depends on the two
variables a1 andα1 that has a simple closed-form parametric
expression.[9]

Interestingly, within this framework, it is even possible
to choose modes in curvature as Dirac delta functions. Then
[68]

ε = 0 ; κ(s) = θ1δ(s)+ θ2δ(s − L1)+ θ3δ(s − L1 − L2)

causes (1) to result in the forward kinematic equations for
a three-link revolute planar manipulator. And, on the other
hand, as discussed earlier, the curve model based on (1)
can be thought of as an infinite serial chain of concatenated
(potentially extensible) links each of infinitesimal length.

The generalization of this modal approach to the spa-
tial case requires some additional mathematical machinery.
Both this and how to ‘fit’ a discrete-chain slender structure
to a continuous backbone curve are discussed in the next
section.

2.2. Fitting

This backbone curve might represent the centerline of a
needle or cannula, or it might be an artificial construct to
which a highly articulated (hyper-redundant) manipulator
is supposed to adhere, to facilitate planning. For a hyper-
redundant manipulator that is modular in nature, it can be
broken up into segments, and each segment can be identified
with a piece of backbone curve, [ti , ti+1]. The ‘fitting’of the
actual device to the curve requires that information about the
orientation of reference frames attached to the curve at ti and
ti+1 also be provided. In principle, any smoothly evolving
set of reference frames of the form {R(t) | t ∈ [0, 1]} will
suffice, where R(t) = [u(t),n1(t),n2(t)], n1(t) and n2(t)
are unit vectors satisfying the condition n1(t) · n2(t) = 0,
and u(t)× n1(t) = n2(t).

Then, the combination of backbone curve and evolving
set of reference frames can be written as a set of pairs

g(t) = (R(t), x(t)) ∈ SO(3)× R
3.

Let gi = (R(ti ), x(ti )). Such pairs describe rigid body mo-
tions and are endowed with a natural composition operation:
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Figure 1. A binary-actuated snakelike robot developed in the
author’s lab by Dr. Imme Ebert-Uphoff.[70]

(R1, x1) ◦ (R2, x2) = (R1 R2, R1x2 + x1) (4)

that makes the set of all such pairs a group (the Special
Euclidean group), SE(3).

The position and orientation of a reference frame attached
at t = ti+1 relative to t = ti is then

[g(ti )]−1 ◦ g(ti+1)

=
(

[R(ti )]T R(ti+1), [R(ti )]T (x(ti+1)− x(ti )
)

where ◦ denotes the composition of rigid body motions.
This relative rigid body motion dictates what the shape of
the i th kinematically sufficient module in the chain, such as
one of the six-legged platforms in Figure 1, must be.

Sometimes it is convenient to represent this group SE(3)
with composition law (4) using 4 × 4 homogeneous trans-
formation matrices of the form

H(R, x) =
(

R x
0T 1

)
.

Then

H((R1, x1) ◦ (R2, x2)) = H(R1, x1) H(R2, x2).

Moreover, the body-fixed description of a rigid body veloc-
ity can be computed as

[H(R(t), x(t))]−1 d

dt
[H(R(t), x(t))] =

(
� v
0T 0

)

where � = RT Ṙ and v = RT ẋ. It is often convenient
to associate with the 3 × 3 skew-symmetric matrix � the
unique vector ω ∈ R

3 such that �x = ω × x where ×
is the vector cross product. By a slight abuse of notation
(by double usage of ∨ and blurring the distinction between
H(g) and g), we say that

ω = (RT Ṙ)∨ and

(
ω

v

)
= (g−1 ġ)∨. (5)

For example, if

H(g) =

⎛
⎜⎜⎝

cos θ − sin θ 0 0
sin θ cos θ 0 0

0 0 0 z
0 0 0 1

⎞
⎟⎟⎠

then

(
ω

v

)
=

⎛
⎜⎜⎝

0 −θ̇ 0 0
θ̇ 0 0 0
0 0 0 ż
0 0 0 0

⎞
⎟⎟⎠

∨

=

⎛
⎜⎜⎜⎜⎜⎜⎝

0
0
θ̇

0
0
ż

⎞
⎟⎟⎟⎟⎟⎟⎠
.

One can think of the angular velocity vector ω(t) in (5)
as the analogous quantity as κ(t) in the planar case. And a
natural extension of (3) from Section 3 to the spatial case
would be

(g−1 ġ)∨ =
m1∑

k=1

ak�k(t).

2.3. Dynamics

The continuum filament model can be used for inverse
kinematics and planning as described previously, and also
for estimating dynamic loads. Modeling the dynamics of
mechanical systems is usually done with one of two meth-
ods: (1) Lagrange’s equations of motion; or (2) Newton–
Euler equations of motion. Within both methods, there are
two different kinds of dynamics: forward and inverse. In
forward dynamics, external forces and moments are sup-
plied and the trajectory of the system is simulated. In inverse
dynamics, one seeks to find the external forces and moments
responsible for an observed motion.

2.3.1. Coordinate-dependent vs. coordinate-free dynam-
ics

In the Lagrangian formulation, the equations of motion for
an n-degree-of-freedom mechanical system are of the form

d

dt

(
∂T

∂φ̇

)
− ∂T

∂φ
+ ∂V

∂φ
= τ (6)

where T and V are, respectively, the kinetic and poten-
tial energies of the system, φ is an n-dimensional array
of generalized coordinates (e.g. joint angles in a robotic
manipulator) that fully describe the geometry of the system,
and τ is the applied nonconservative force (e.g. joint torques
in the context of a manipulator).

It is well known in the field of Robotics that these dy-
namical equations are written explicitly as

M(φ)φ̈+ C(φ, φ̇)φ̇+ G(φ) = τ. (7)

For example, if the system of interest is a single rigid body
with moment of inertia I , and if ZXZ Euler angles are used
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so that φ = [α, β, γ ]T , then

M(φ) = J T (φ)I J (φ)

where J ((φ) is the Jacobian matrix with det J (φ) = sin β.
This means that M(φ) cannot be inverted when β ∈ {0, π},
which defines the singularities in this parameterization. This
is significant because to numerically integrate the above
equations of motion in the context of forward dynamics
problems, M(φ) is inverted at each timestep.

In the Newton–Euler description of a single body, we
write

mẍcm = F ; Iω̇+ ω× (Iω) = N (8)

where F is the resultant force acting on the body with mass
m and I and N are, respectively, the moment of inertia
and resultant external moment applied to the body (both
as described in a reference frame attached to the center of
mass of the body). Note that unlike in the case of (7), this
equation is parameter free, and these equations can be in-
tegrated without inverting J (φ) to solve forward dynamics
problems because J (φ) is not present in this formulation,
unless someone chooses to introduce it via the relationship

ω = J (φ)φ̇.

And the dynamics of a serial chain such as a robotic ma-
nipulator can be divided up into a number of bodies, each
obeying a different copy of these equations.

2.3.2. Inverse continuum dynamics

Unlike in forward dynamics, where singularities in
coordinate-dependent formulations of dynamics can cause
difficulties, in inverse dynamics both coordinate-dependent
and coordinate-free formulations have essentially equal ef-
ficacy when modeling finite dimensional systems. But the
question
arises as to how to generate the actuator forces and torques
to cause a hyper-redundant manipulator to evolve according
to a prescribed sequence of shapes.

Since the shape of such a manipulator is already given
by a continuous curve (regardless of whether its physical
architecture is a continuum filament or a discrete chain),
it makes sense to use this information to approximate the
dynamics of the underlying structure. This was done in [9]
by introducing one more piece of information: the mass
density per unit length of the slender snakelike manipulator,
ρ(s). Here, we use s to denote the curve parameter so as
not to confuse it with the time parameter which describes
dynamics – that is, in the context of the present discussion,
x(s; t) denotes at time t a curve parameterized by s. If s ∈
[0, 1], then the conservation of mass dictates that∫ 1

0
ρ(s) ds = m

is constant. Of course, this is assuming that the structure
is not actuated by hydraulic fluid or some other means that

significantly alters the mass of the manipulator as it changes
shape.

Under these conditions, the actuator forces and torques
due to the static loading due to gravity and dynamic effects
of swinging and/or extending a hyper-redundant manipu-
lator arm can be accounted for using a continuum model.
In the case when the manipulator has a continuum archi-
tecture, the continuum dynamic model is that of the actual
structure. But the approximation of the statics and dynamics
of a discrete-chain structure as a continuum filament also
has value from the perspective of computational efficiency.
This is all explained in [9]. With a structure such as the
one shown in Figure 1 in mind, the loading on the i th

module or platform in the cascade can be computed from
the continuum dynamics by matching the reaction forces
and torques

d

dt

∫ 1

i/n
ρ(s)

∂x
∂t

ds = Fi (t)+
∫ 1

i/n
b(s, t) ds

and

d

dt

∫ 1

i/n
x(s, t)× ρ(s)

∂x
∂t

ds = Ni (t)+ x(i/n, t)× Fi (t)

+
∫ 1

i/n
x(s, t)× b(s, t) ds

where b(s, t) is the total external load per unit length due to
gravity, external contact, etc. at the point along the backbone
defined by s.And Fi (t) and Ni (t) are the force and moments
computed by the model. These are used to compute the
internal actuator torques to generate the desired motion of
the actual manipulator.

3. Variational calculus: necessary conditions for opti-
mality of backbone curves

In the case of a discrete-architecture hyper-redundant robot,
as the physical robot moves, it is desirable that its joints stay
near the middle of their range. Whereas the modal approach
is convenient, there are no guarantees for any specific choice
of modes that the resulting backbone shapes will comply
with limits in joint ranges allowable by the actuators. For
this reason, ‘optimal’ backbone curves that locally vary as
little as possible while satisfying global end constraints were
investigated.[68,71] Variational methods used to compute
optimal curve shapes are one of the topics reviewed in
this paper, and these methods draw on the mathematical
background presented above. For continuum manipulators,
shapes that minimize elastic energy while satisfying cer-
tain constraints arise naturally in their modeling as well.
Similarly, in modeling DNA as well as in modeling the
mechanics of passive macroscopic rods, one seeks the
minimal-energy shapes of a DNA filament of given stiff-
ness while satisfying end constraints. This section reviews
variational calculus from both coordinate-dependent and
coordinate-free perspectives.
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3.1. The classical coordinate-dependent case

Let φ ∈ D ⊂ R
n be a vector of local coordinates describing

a region of the configuration space of a system. The classical
variational problem is that of extremizing a functional of the
form

I =
∫ t2

t1
f (φ, φ̇, t) dt (9)

subject to constraints of the form∫ t2

t1
hi (φ, t) dt = Hi . (10)

The solution to this problem results from introducing
Lagrange multipliers, λ = [λ1, . . . , λm]T ∈ R

m and
defining

L(φ, φ̇, t) = f (φ, φ̇, t)+
m∑

i=1

λi hi (φ, t) (11)

so as to satisfy the Euler–Lagrange equation [72–75]

d

dt

(
∂L

∂φ̇

)
− ∂L

∂φ
= 0 (12)

as well as end constraints on φ(t1) and φ(t2), and the
constraints in (10). Numerical shooting methods can be used
to refine the values of φ̇(t1) and λuntil a solution is reached.

3.2. The coordinate-free case

Although the coordinate-dependent Euler–Lagrange
approach has tremendous value in engineering applications,
in some scenarios, the associated singularities cause
difficulties. For this reason, less-known coordinate-free
approaches also have their place. Coordinate-free varia-
tional methods are becoming popular in both the mechanics
of quasi-static behavior of elastic rods [76] and in the sim-
ulation of rigid body motions.[77] These two problems are
very closely related to each other with the main difference
being that in the former, the independent variable is arc
length and in the latter, it is time. But in both instances,
this independent variable traces out a path in space. The
distinction between the two problems only becomes signif-
icant when the path in space self-intersects. This is unim-
portant for a rigid body moving in time, but two points on
a bent static elastic rod marked by different values of arc
length cannot physically occupy the same location in space.
In particular, the formulation presented here builds on the
formulation in [78].

When the configuration space of a system (such as a rigid
body, or reference frames attached to a snakelike robot) has
the structure of a Lie group, the problem can be formulated
in terms of extremizing functionals of the form

I =
∫ t2

t1
f (g; g−1ġ; t) dt (13)

where g(t) is an element of a matrix Lie group G (such
as the group of 3 × 3 rotation matrices, SO(3), or 4 × 4

homogeneous transformations, SE(3) reviewed earlier in
this paper) and g−1ġ is simply the product of the matrices
representing g−1 and ġ, the latter of which is not an element
of G.

Given a functional of the form equation (13), and con-
straint equations of the form∫ t2

t1
hk(g) dt = Hk (14)

the necessary conditions for extremizing (13) can then be
written in terms of the functions f and hk as

d

dt

(
∂ f

∂ξi

)
+

n∑
j,k=1

∂ f

∂ξk
Ck

i j ξ j = Ẽr
i

(
f +

m∑
l=1

λl hl

)
(15)

where ξ = [ξ1, . . . , ξn]T = (g−1ġ)∨ contains the indepen-
dent nonzero entries in the matrix g−1ġ (e.g. angular veloc-
ities when G = SO(3), or infinitesimal twists when G =
SE(3)), Ẽr

i is a generalization of a directional derivative
(defined explicitly below), and {Ck

i j | i, j, k = 1, . . . , n} is
a set of constants called the structure constants, which are
fixed for any given G and choice of extracting ξ ’s from
g−1ġ. That is, ξi = (g−1ġ, Ei ) where {Ei } is a basis for
the Lie algebra of G, and (·, ·) is an inner product on this
Lie algebra. Explicitly, if the Lie bracket is taken to be the
matrix commutator,

[A, B] .= AB − B A,

then Ck
i j is defined with respect to the basis {Ei } by the

equality

[Ei , E j ] =
n∑

k=1

Ck
i j Ek .

Natural basis elements for SO(3), for which n = 3, are

E1 =
⎛
⎝ 0 0 0

0 0 −1
0 1 0

⎞
⎠ ;

E2 =
⎛
⎝ 0 0 1

0 0 0
−1 0 0

⎞
⎠ ;

E3 =
⎛
⎝ 0 −1 0

1 0 0
0 0 0

⎞
⎠

and a natural inner product in this case is (A, B)
.= 1

2 tr(AT B)
resulting in the orthonormality condition (Ei , E j ) = δi j .
The matrices {Ei } are well-known in kinematics, and have
the property that for any v ∈ R

3, Ei v = ei × v where
× is the cross product, and {ei } are the natural unit basis
vectors, i.e. e1 = [1, 0, 0]T ; e2 = [0, 1, 0]T ; and e3 =
[0, 0, 1]T . Another connection between the cross product
and the geometry of SO(3) is that the structure constants
for the corresponding Lie algebra SO(3) are Ck

i j = εi jk ,
the Levi-Civita alternating symbol, which can be used to
define the cross product in component form.
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In this context,

(Ẽr
i f )(g)

.= d

dt
f (g ◦ exp(t Ei ))

∣∣∣∣
t=0

(16)

is akin to a directional derivative. For example, if G =
SO(3) and f (R) = r11 = eT

1 Re1 is the first entry of the
rotation matrix R ∈ SO(3), then the derivative (Ẽr

1 f )(R)
is computed as

d

dt
eT

1 R(I + t E1)e1

∣∣∣∣
t=0

= eT
1 RE1e1 = 0.

In the first term above, we can replace exp(t E1) with I +
t E1 because ultimately this derivative is only concerned
with what happens when t is very small. Since the result
contains terms constant and linear in t , only the linear term
is retained, and dt/dt = 1. Finally, the value of zero for this
derivative is obtained because E1e1 = e1 × e1 = 0.

Equation (15) is a modified version of the Euler–Poincaré
equation, which is a coordinate-free version of the Euler–
Lagrange equation in (12). For a derivation and discussion
of its history see [79]. Though (15) may seem exotic and
difficult to understand for the reader who has not seen it
before, there are common instances of it in the equations of
mechanics commonly used in Robotics. For example, when
G = R

n , then ξi = φ̇i , Ci jk = 0, and Ẽr
i = ∂/∂φi and (15)

becomes (6) for the case of no external nonconservative
forces. Moreover, if G = SO(3) and ξi = ωi and f (ω) =
1
2ωT Iω(the kinetic energy of a rigid body), then Ci jk = εi jk

(the alternating symbol) and (15) become Euler’s equation
of motion in (8). For other Lie groups including SE(3),
basis elements for the Lie algebras are described in detail
in [79–81].

Both the Euler–Lagrange and Euler–Poincaré equations
have been used in the modeling of snakelike robots. A point
that is often glossed over when these equations are applied
is that (12) and (15) provide only necessary conditions for
optimality. And in general, there is no guarantee that the
resulting solution will be optimal in the sense intended by
the user. However, in some applications involving snakelike
robots, it can be shown that globally optimal solutions result
from this formulation.

4. Globally optimal reparameterization of backbone
curves

Suppose that an arc length-parameterized curve x(s) ∈ R
3

is given, and that the shape of this curve is desirable (e.g. a
curve that satisfies end kinematics constraints by the modal
approach). If the joint limits of a physical manipulator with
discrete architecture are unable to attain a shape consistent
with this backbone, but the backbone curve has desirable
properties such as built-in obstacle avoidance, then all is
not lost. The curve can be ‘reparameterized’ in a way that
effectively slides different sections of the manipulator by
different amounts along the backbone curve, expanding

some and contracting others. For example, we may start
with an arc length-parameterized curve and we may wish to
introduce a new curve parameter t such that s = s(t) with
the property that the integral of a cost functional of the form

f (s, ṡ)
.= f̃

(
x(s),

dx
ds

ṡ

)
= 1

2
m(s)ṡ2

is minimized over 0 ≤ t ≤ 1 subject to the constraints that
s(0) = 0 and s(1) = 1, where

m(s)
.=
(

dx
ds

)T

G(x(s))
(

dx
ds

)
and G(x) is a given a weighting matrix. This is the curve
reparameterization problem. The intent of such a cost func-
tion is to reparameterize in a way that compresses modules
in the chain as they go around a tight bend and expands them
in straight regions. Referring back to Figure 1, when each
platform (or module) is fully extended, it does not have the
ability to bend. But if all but a few legs in the platform are
short, then the platform has greater ability to bend.

Though in general the Euler–Lagrange equations only
provide necessary conditions for optimality, this is a special
case in which the structure of the function f (·) will guar-
antee that the solution generated by the Euler–Lagrange
equations is a globally optimal solution, as explained in
[82].

More generally, suppose that a globally minimal solution
to a variational optimization problem with f1(φ, φ̇, t) =
1
2 φ̇

T
M(φ)φ̇ and φ(0) and φ(1) specified has been solved

via the Euler–Lagrange equations and minimization over
all resulting paths that connect the specified end points.
As explained in [82], this solution then can be used to
‘bootstrap’a globally optimal solution to a larger variational
problem in which the integrand of the functional is

f2(φ, θ, φ̇, θ̇, t) = 1

2
φ̇

T
M(φ)φ̇+ 1

2
‖θ̇ − B(φ)φ̇‖2

W (17)

where ‖B‖2
W = tr(BT W B) is the weighted Frobenius norm

where W = W T > 0.
Let the solution to the Euler–Lagrange equations for the

original variational problem

d

dt

(
∂ f1

∂φ̇

)
− ∂ f1

∂φ
= 0 (18)

be denoted as φ∗(t).
As explained in [82], when f2 is of the form in (17), the

Euler–Lagrange equations for the new system,

d

dt

(
∂ f2

∂φ̇

)
− ∂ f2

∂φ
= 0

and
d

dt

(
∂ f2

∂ θ̇

)
− ∂ f2

∂θ
= 0

reduce to (18) and

θ̇ − B(φ)φ̇ = a (19)
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where a is a constant vector of integration. Since we pos-
tulated the existence of the globally optimal solution φ∗(t)
for (18), all that needs to be done to globally optimize the
new problem is to use this in combination with

θ∗(t) = at + b +
∫ t

0
B(φ∗(s))φ̇∗

(s) ds (20)

where b is another constant vector that can be matched
to boundary values. The global optimality of the solution
(φ∗(t), θ∗(t)) is guaranteed by the assumption that optimal
φ∗(t) is obtained a priori, and the global optimality of θ∗(t)
in (20) can be observed by substituting any θ(t) = θ∗(t)+
ε(t) where ε(0) = ε(1) = 0 into the cost function and
observing that

1

2

∫ 1

0
‖a + ε̇‖2

W dt

= 1

2
aT W a + aT W

∫ 1

0
ε̇dt + 1

2

∫ 1

0
‖ε̇‖2

W dt

never improves the cost because the second term∫ 1

0
ε̇dt = ε(1)− ε(0) = 0

vanishes and the third term is nonnegative. That is, adding
any nonzero function ε(t) to θ∗(t) can only increase the cost.
This proves that θ∗(t) is globally optimal.

As a concrete application of this class of problems,
consider the problem of simultaneous curve reparameteri-
zation and optimal roll distribution. Start with an initially
arc length-parameterized curve x(s) for s ∈ [0, 1], and
frames defined using the Frenet–Serret apparatus.[83] If
the Frenet frames are (RF S(s), x(s)), then a new set of
smoothly evolving reference frames can be defined as
(R(t), x(t)) = (RF S(s(t))R1(θ(s(t))), x(s(t))), where
R1(θ) is an added twist, or roll, of the Frenet frames about
the tangent. Given a cost of the form

C
.= 1

2

∫ 1

0

{
1

2
r2tr(Ṙ ṘT )+ ẋ · ẋ

}
dt

= 1

2

∫ 1

0

{
(r2κ2(s)+ 1)ṡ2 + r2(τ (s)ṡ + θ̇ )2

}
dt

(where r is a specified constant with units of length, and κ(s)
and τ(s) are, respectively, the curvature and torsion of the
curve), the goal is to find a simultaneous reparameterization
s = s(t), and θ(s(t)) so as to minimize C .

The integrand here is of the form in (17) with s taking
the place of φ and θ taking the place of θ. Since the curve
reparameterization problem (with the second term in the
integral set to zero) is a one-dimensional (1D) variational
problem with f (s, ṡ, t) = 1

2 m(s)(ṡ)2, global optimality is
preserved. And from the discussion above, this guarantees
the global optimality of the composite problem.

As a result, the sorts of simultaneous curve reparameteri-
zation and optimal roll distribution derived in [68,71] from
variational calculus in the context of ‘hyper-redundant’

(snakelike) robotic arms are in fact globally optimal. This is
relevant to modeling continuum manipulators constructed
of soft rubbery materials because it is not necessarily the
case that they are inextensible, and allowing reference frames
to redistribute along the backbone curve in a way that is not
pegged to arc length may be more realistic in some sce-
narios. Moreover, for discrete architecture hyper-redundant
manipulators, the backbone curve is an artificial construct
used to facilitate planning. And forcing a manipulator to
adhere to an arc length-parameterized curve to attain an
overall shape may not be the best strategy in compari-
son to allowing it the greater internal freedom afforded by
simultaneous minimization of curvature–curve parameter
as described in [68,71].

5. Computing optimal curve shapes

The previous section addressed how to redistribute refer-
ence frames along a given curve in a globally optimal way.
In this section, the synthesis of curves that satisfy the nec-
essary conditions for optimality specified in variational cal-
culus is reviewed both from the coordinate-dependent and
coordinate-free perspectives.

5.1. Coordinate-dependent formulation of optimal curve
shape

Using variational calculus to optimally reparameterize and
‘re-frame’a space curve as described in the previous section
is one of several kinds of variational problems encoun-
tered both in hyper-redundant manipulator kinematics and
in DNA mechanics. Another variational calculus problem
relevant to both fields is that of finding minimal energy
shapes of elastic rods subject to end constraints. If B =
BT ∈ R

3×3 is the stiffness matrix describing the relative
resistance of an inextensible and shearless elastic filament
to bending and twisting, then the local cost of deviating
from ω(s) = b (a constant value describing the unstressed
straight or helical shape of the filament) will be 1

2 [ω(s) −
b]T B[ω(s)− b]. The total potential energy of bending and
twisting will be this quantity integrated over the filament.
When expressed in coordinates, q(s), that parameterize the
rotation group SO(3) as R(q), then

ω(s) = J (q) q̇

where J (q) is the Jacobian matrix relating the rate of change
of coordinates to the angular velocity, and the resulting
functional will be

f (q, q̇, s) = 1

2
[J (q) q̇ − b]T B[J (q) q̇ − b]

(with arc length s taking the place of t in this scenario of
an inextensible filament, and · denoting d/ds). This fits
within the classical Euler–Lagrange framework. (Here f
could depend explicitly on s if B = B(s) were a stiffness
that changed along the length of the filament.)
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This approach has the problem that all three-parameter
descriptions of rotation have singularities where the de-
terminant det(J ) = 0. Some parameterizations are worse
than others. For example, Z X Z or ZY Z Euler angles will
have the singularity corresponding to R(α, β, γ )e3 = ±e3,
which means that if the filament is rooted with an initial
direction at its base of e3, then the Euler–Lagrange equations
will be singular. However, other parameterizations such as
the exponential coordinates have singularities pushed far
away. See [79,80] for discussions of various parameteriza-
tions and their relative merits. In the section that follows,
the coordinate-free approach is explained.

5.2. Coordinate-free variational equations for backbone
curves

Here, the necessary conditions for coordinate-free varia-
tional minimization of the energy functionals describing
elastic rods subject to end constraints are reviewed. This is
a straightforward application of the Euler–Poincaré equa-
tions. In the inextensible and shearless case, the group G =
SO(3) and in the extensible case, the group is G = SE(3).
In both cases, there are six free degrees of freedom to specify
the end position and orientation of the elastic filament. In
the extensible case, these degrees of freedom correspond to
the six scalar components of the initial conditions of ξ(0)
where ξ = (g−1ġ)∨ which is the body-fixed description
of rigid body velocity. In the inextensible case, the six
free parameters correspond to three scalar initial conditions
ω(0) where ω = (RT Ṙ)∨ is the body-fixed description
of angular velocity, and three scalar Lagrange multipliers
(components of λ) corresponding to the three constraints
that define x(L) in the constraint equation (21) given below.
For more detailed treatments of the results presented in this
section see [78,79,84].

5.2.1. Cost function for minimally bending and twisting
backbone curves

For arc length-parameterized backbone curves

x(L) =
∫ L

0
u(s) ds and u(s) = R(s)e3. (21)

This can be viewed as the inextensible filament ‘growing’
along the direction indicated by the tangent for each value
of arc length, s, up to a total length of L .

In this case, the stiffness matrix, B, is 3 × 3, and the
resulting problem becomes one of minimizing

I = 1

2

∫ L

0
[ω(s)− b]T B[ω(s)− b]ds (22)

subject to the constraints (21). Here ω = (RT dR/ds)∨ and
b are angular velocities as seen in the body-fixed frame,
where arc length s replaces time as the independent variable.

Unlike the extensible problem, which was an uncon-
strained variational minimization problem on SE(3), this is

a constrained variational problem on SO(3), and will there-
fore involve the use of Lagrange multipliers. The Euler–
Poincaré equations for both cases are worked out below.

5.2.2. The Euler–Poincaré equations for inextensible rods

Considering the case of (22) with the kinematic constraint
of inextensibility (21), one writes Eq. (15) with f = U for
i = 1, 2, 3 together as the vector equation

Bω̇+ ω× (Bω− b) =
⎛
⎝ −λT Re2

λT Re1
0

⎞
⎠ (23)

where a dot represents differentiation with respect to arc-
length s and λ ∈ R

3 is the vector of Lagrange multipliers
necessary to enforce the vector constraint in Eq. (21).

For example, if B is diagonal with entries B1, B2, B3,
then the above can be written in component form as

B1ω̇1 + ω2(B3ω3 − b3)− ω3(B2ω2 − b2)

= −λ1 R12 − λ2 R22 − λ3 R32;
B2ω̇2 + ω3(B1ω1 − b1)− ω1(B3ω3 − b3)

= λ1 R11 + λ2 R21 + λ3 R31;
B3ω̇3 + ω1(B2ω2 − b2)− ω2(B1ω1 − b1) = 0.

But more generally, the matrix B could have off-diagonal
coupling terms.

Eq. (23) is solved iteratively, subject to the initial condi-
tions ω(0) = μwhich are varied together with the Lagrange
multipliers until x(L) and R(L) attain the desired values.
R(s) is computed from ω(s) in Eq. (23) by integrating the
matrix differential equation

Ṙ = R

(
3∑

i=1

ωi (s)Ei

)
,

and x(L) is then obtained from Eq. (21). Numerical methods
for updating μ and λ so as to push the position and orien-
tation of the distal end to specified values are described in
[78], in which minimal energy conformations of DNA with
different amounts of end twist were computed, resulting in
the shapes in Figure 2.

This figure shows single energy-minimizing conforma-
tion for each end condition. This assumes that the DNA
stiffness is known accurately, and there is some debate in the
literature as to what the exact stiffness parameters are. DNA
is a relatively stiff molecule and is often modeled as a homo-
geneous elastic rod. For fairly long DNA fragments (longer
than about 100 nm), this wormlike chain model provides
a description that correlates well with experiments such
as force spectroscopy.[85–87] Another way to determine
stiffness parameters is to let DNA molecules float down
to a flat surface and then using atomic force microscopy
(AFM) to scan the resulting 2D shapes.[88] The ensemble of
such shapes can then be used to extract the SE(2) diffusion
matrix to fit the appropriate continuum model, as explained
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(a) (b)

(d)(c)

(e) (f)

(g) (h)

Figure 2. DNA conformations as solutions to variational calculus
problem.[78] Subfigures (a)-(h) show loop shapes for elastic
filaments with different stiffness and chirality as originally derived
in the PhD dissertation of Dr. Jin Seob Kim.

in [89,90]. Such information can be fused with that obtained
from other experimental modalities, such as 3D pulling
experiments or light scattering to obtain the best estimate
of DNA stiffness.

5.3. Concentric tube robots

Concentric tube robots (or active canulae) consist of n con-
centric elastic tubes that have been pre-bent. Several res-
earch groups have investigated these sorts of snakelike
robots, including [12,13] and work referenced therein. One
analysis method that is applicable to these robots is a vari-
ational approach, as presented in [91]. Indeed, the use of
the Euler–Poincaré equations in this application follows
in much the same way as for the derivation of optimal
backbone curves for hyper-redundant manipulators. The
tubes are essentially inextensible, and so the energy due
to deformation can be written as

E = 1

2

n∑
i=1

∫ 1

0
[ω′

i (s)]T Bi (s)[ω′
i (s)] ds (24)

where ω′
i (s) = ωi (s)− ω∗

i (s) and ω∗
i (s) describes the equi-

librium shape of the i th tube which has 3 × 3 stiffness
matrix Bi (s). All tubes have the same length and initial and
final positions and orientations. As a result, determining
the equilibrium shape is a matter of determining ω1(s) and
the relative angles (and angular rates) that the other tubes
exhibit relative to this. As explained in [91],

ωi (s) = exp(−θi (s)E3)ω1(s)+ θ̇i (s) e3

where e3 = [0, 0, 1]T and E3 is the skew-symmetric ma-
trix such that E3x = e3 × x and θi (s) is the amount of
twist that each tube i = 2, 3, . . . , n undergoes relative to
tube 1, consistent with the boundary conditions imposed.
Since the 1D rotations described by each of the θi are in
SO(2), the Euler–Poincaré formulation can be (and has
been) employed successfully with

G = SO(3)× SO(2)× · · · × SO(2)

to determine the equilibrium conformations.

5.4. Kinematic needle-steering models

Two kinds of variational problems arise in steering of flex-
ible needles in soft tissues. First, when the tissue is firm
and does not deform substantially as the needle is inserted,
the optimal control problem of how to push and twist the
needle ‘as little as possible’ while still reaching the goal
presents itself. Second, if the tissue is soft, the question
of how the potential energy in the needle and that in the
tissue equilibrate becomes a significant problem. Both of
these issues are variational in nature, and efforts that have
already been published are reviewed, and future directions
are sketched here.

When a flexible needle with a sharp beveled tip is inserted
into firm tissue, it has a tendency to follow a roughly circular
path. This results in a 3D version of a ‘unicycle’ model
described in [6]. This model was extended to the ‘bicycle’
model in [8]. In the unicycle model, the reference frame
attached to the needle tip executes a trajectory of the form(

Ṙ ẋ
0T 0

)
=
(

R x
0T 1

)(
� v
0T 0

)
where

(
� v
0T 0

)
=

⎛
⎜⎜⎝

0 −ω(t) 0 0
ω(t) 0 −κ 0

0 κ 0 v(t)
0 0 0 0

⎞
⎟⎟⎠

where κ is the constant curvature of the path that a needle
naturally wants to follow, and (ω(t), v(t) are the control
inputs. See, for example, [92] for notation and [93] for an
up-to-date survey on the field of flexible needle steering.
The variational problem then becomes that of minimizing
the control cost

C1 = 1

2

∫ 1

0

{
c1(ω(t))

2 + c2(v(t))
2
}

dt

subject to the boundary conditions g(0) = (I, 0) and g(1) =
gd (the desired target frame). A practical problem that is
encountered is the lack of repeatability of observed needle-
steering trajectories. Building on the prior work in [94],
this has been modeled as a stochastic version of the above
kinematic constraint in [6], and probabilistic methods on Lie
groups have been employed to solve the problem.[92,95]
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For other aspects of continuum robot modeling see
[96–104].

6. Conclusions

Highly articulated and flexible manipulators were reviewed.
Variational methods are shown to be a useful tool for
modeling and planning motions of these structures. For
hyper-redundant manipulators, which have many articu-
lated degrees of freedom, variational methods are useful
in defining slowly varying backbone curves, as well as an
optimal distribution of reference frames that evolve along
it. For concentric tube (active cannula) robots, variational
methods provide the solution to the equilibrium confor-
mations resulting from the interaction of the tubes, and in
needle-steering problems, the variational approach provides
a tool for planning trajectories. It is shown that these same
methods are applicable to modeling DNA conformations
subjected to end constraints.
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